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Abstract 

This paper uses a unique panel of 30 banking systems observed over 17 years to estimate the effects 

of variations in bank profit, capital and reserves on the real economy. Shocks to bank profits are 

found to have a significant impact on GDP growth which lasts approximately two years. The effect 

is stronger for activities and sectors that rely more heavily on external finance, and is more 

pronounced in countries with a large banking sector. Bank reserves also exhibit some impact on real 

economic activity, though to a lesser extent than bank profit. Surprisingly, variations in bank capital 

do not show any significant effect on the real economy. 
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I. Introduction 

The recent financial crisis has exposed the global banking system to a series of adverse shocks. The 

crisis started with a substantial fall in the value of mortgage-related securities which inflicted heavy 

losses on the banking sector. In some countries, a liquidity crisis has developed as uninsured 

deposits were suddenly withdrawn, which intermittently led to bank failures. Governments have 

made extensive efforts to provide assistance to the banking sector, as the continued weakness of this 

sector was perceived to have negative effects on the real economy. The present paper examines this 

hypothesis and provides new evidence on the sources, magnitude and duration of the bank effect. 

The paper estimates the impact of variations in bank profits, bank capital and bank reserves 

on GDP growth and other real economic variables. The sample contains a panel of 30 OECD 

countries observed annually for 9 to 24 years starting at 1979. The main finding is that variations in 

bank profits have a significant impact on GDP growth lasting approximately two years. Other 

things equal, one percentage point decline in bank ROA (return on assets) is expected to reduce the 

following year's GDP growth by 0.3 percentage points. The effect is stronger for economic 

activities and industrial sectors that rely more heavily on external finance, and is more pronounced 

in countries with a large banking sector. Bank reserves (cash) also exhibit some impact on real 

economic activity, though to a lesser extent than ROA. Surprisingly, variations in bank capital do 

not show any significant impact on the real economy. This result casts some doubt on the ability of 

(public or private) capital injections to the banking system to stimulate economic growth, apart 

from their goal to prevent the consequences of bank failures which are not addressed in this study
1
. 

The literature on real effects of banking shocks is not large, as most existing studies estimate 

the effect on the supply of loans
2
 and not on real economic variables. Peek and Rosengren (2000) 

exploit exogenous shocks to US bank lending caused by the burst of Japan's asset price bubble in 

                                                 

1
 Ashcraft (2005) estimates the real effects of bank failures in the US. 

2
 See for instance Sharpe (1995), Kashyap and Stein (2000) and a recent study by Loutskina and Strahan (2009). 
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the early 1990s and transmitted to the US through Japanese banks operating in the US. According to 

the authors' estimates, California, New York and Illinois have lost approximately 53% of annual 

construction activity as a result of a 58% decline in Japanese lending to the US real estate sector. 

Calomiris and Mason (2003) study a cross section of US states and counties from the early Great 

Depression years (1930-1932). They also find a large effect of loan contraction on the US real 

estate sector, stronger than the effect on total economic growth. A similar result is found in the 

present study where investment exhibits higher sensitivity to banking shocks than other expenditure 

items. The novelty of the paper is the use of a large sample of countries that goes beyond the US 

and spans for 17 years on average. The dataset includes annual time series of financial data on 

banking systems in 30 OECD countries, which have not been studied yet in the credit channel 

literature. This sample enables to estimate the bank effect in a general framework that is not 

confined to specific countries or special episodes. 

The paper is related to Dell’Ariccia, Detragiache and Rajan (2008) and Kroszner, Laeven 

and Klingebiel (2007) who use panel datasets to study the real effects of bank crises
3
. Dell’Ariccia 

et al (2008) find that financially dependent industries grow more slowly during bank crises, 

indicating that bank crises have a differential effect on the economy. Kroszner et al (2007) show 

that the differential effect of the crisis is stronger in countries with a dominant banking sector. The 

present paper differs in two ways. First, it is able to identify both a differential effect and an 

aggregate effect of banking shocks. Second, the two effects are estimated in a sample which 

consists primarily of non-crisis periods (comprising 93%-95% of the sample). Hence, the paper 

documents the real effects of banking shocks that prevail regularly in non-crisis years. For instance, 

the paper finds that financially dependent industries are in general more sensitive to banking 

shocks, even in periods that are not defined as bank crises. 

                                                 

3
 Other papers on bank crises include Demirgüç-Kunt, Detragiache and Gupta (2006), Barrell, Davis and Pomerantz 

(2006), Davis and Stone (2004) and Bordo et al (2001).  
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The paper exploits raw financial data to measure the state of the banking sector. It 

distinguishes between shocks to bank profit, capital and reserves and estimates each effect 

separately. Hence, the impact of a liquidity shock (e.g. bank run) reducing bank reserves might be 

different from a profitability shock (e.g. non-performing loans). Since the bank data is pure time 

series, variation over time can be used to identify the bank effect. In particular, the paper makes an 

extensive use of dynamic panel models to estimate the real effects of the bank variables. These 

time-series techniques are very common in the literature on the real effects of monetary shocks. Yet 

to my knowledge this is the first time they are used to estimate the real effects of banking shocks. 

Banking shocks and real economic activity are jointly endogenous, which complicates the 

estimation of the bank effect. However, the impact of a banking shock usually lasts more than one 

period. It takes some time until banks respond to their deteriorating (or improving) conditions and 

more time until the effects expand to the real economy through the lending channel. Hence, the 

effect of lagged banking shocks on current GDP growth can be estimated, under the assumption that 

the bank data is weakly exogenous. Note that the data is annual so lags can be considered pre-

determined variables due to the long time length between lags and current values. It seems fairly 

plausible to assume that bank profits in year t are not affected by next year GDP growth. This 

assumption enables to estimate the lagged bank effect on aggregate output. 

In addition, I use industrial data to estimate the differential bank effect. Under the bank 

lending channel hypothesis, industries that are more dependent on external finance should be more 

sensitive to the financial state of the banking system, as Dell’Ariccia, Detragiache and Rajan (2008) 

and Kroszner, Laeven and Klingebiel (2007) have shown with regard to bank crises. In the present 

study I test whether these financially dependent industries are more sensitive to banking shocks 

during non-crisis periods. This method bypasses the endogeneity problem by concentrating on the 

differential effect (the correlation with aggregate variables is captured in the regression by country-
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year fixed effects). The results suggest that the bank effect comprises a contemporaneous effect and 

a lagging effect, so the total effect lasts for two years. 

 The choice of the bank variables is dictated by the credit channel literature. The literature 

emphasizes the importance of equity capital (net worth) in the process of financial intermediation. 

Holmstrom and Tirole (1997) and Bernanke and Gertler (1987) argue that bank capital (net worth) 

alleviates moral hazard and adverse selection problems arising from information asymmetries 

between the bank and its depositors. Hence, banks with low equity capital face higher financing 

costs which affect their loan supply. Today, most countries impose legal restrictions obliging banks 

to hold a minimum capital-asset ratio (capital adequacy regulations). These regulations reinforce the 

link between bank capital and bank lending, as discussed in Chami and Cosimano (2001) and Van 

den Heuvel (2006). 

In the present study, capital abundance is measured by two indicators: the capital-asset ratio, 

and the ratio of profits to total assets, i.e. the return on assets (ROA). The capital/asset ratio is a 

direct measure of the stock of bank capital (relative to its size) and fits the theoretical concept in the 

literature
4
. ROA, which usually measures profitability, is also related to capital abundance. Profits 

(the nominator of ROA) provide an important source of new capital (through retained profits), 

especially in periods of financial distress when external sources of capital are scarce. Hence, profits 

capture the flow dimension of bank capital. As we shall see, the most robust results are obtained 

with respect to bank ROA, while the effect of the capital/asset ratio is insignificant. 

The supply of loans depends also on bank reserves (cash assets). Bernanke and Blinder 

(1988) argue that high cash holdings reduce financial costs, since they enable to increase the 

issuance of reservable deposits, which are usually cheaper than other forms of bank liabilities. 

Hence, the supply of loans should be positively related to the cash of the banking system. Another 

                                                 

4
 It would be more desirable to normalize capital by a measure of the risk-weighted assets, as implied by the Basle 

Accord on capital adequacy. However, data on risk-weighted assets is not available for the entire sample. 
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channel through which reserves affect the supply of loans is their role as a cushion against sudden 

deposit withdrawals. When reserves decline, e.g. due to deposit drain, banks tend to curtail loans 

and increase cash assets in order to restore their reserves to the desired level. This process reduces 

the supply of loans and eventually affects the real economy. In this paper, I use the ratio of cash to 

total assets as a measure of bank reserves
5
. The results indicate that reserves have some impact on 

economic growth, though it is more moderate than the effect of ROA. 

The rest of the paper is organized as follows. Section II describes the data and the 

identification strategy which builds on two sets of data: country data and industry data. Section III 

reports the results of the country-level analysis which estimates the aggregate bank effect by 

regressing real economic growth on lagged bank variables. The analysis examines various 

indicators of economic growth, sub-samples of OECD countries, bank crisis episodes and other 

robustness tests. Section IV reports the differential bank effect which is estimated by the industry-

level data. Section V concludes. 

II. Data and Methodology  

Data Description 

Data on financial statements of the banking system is taken from the OECD publication Bank 

Profitability: Financial Statements of Banks (2004 edition). Despite the relatively broad and 

detailed coverage of this dataset, only few studies have investigated it. Vennet (1999) has used this 

data to study growth dynamics of banking sectors in OECD countries and Albertazzi and 

Gambacorta (2006) have studied the determinants of bank profitability. To my knowledge, this 

paper is the first to use the data to estimate the effect of banking activity on real economic 

outcomes. 

                                                 

5
 Reserves can be normalized also by total deposits. The results (not reported) remain the same. 
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The OECD dataset contains data aggregated into several groups: all banks, commercial 

banks, large commercial banks, savings banks and other groups of banks. Since the focus of this 

study is on the banking system as a whole, I use the broadest available aggregate which for most 

countries is “all banks” (see table I for details). Additional statistics are taken from the Source 

OECD Statistics with supplements from the International Financial Statistics published by the 

IMF. A detailed list of variables and their sources is given in table II. All variables are observed 

annually for the 30 OECD members. 

(Table I) 

(Table II) 

Stationarity 

Table III presents basic statistics by country for the following financial indices: return on assets 

(ROA) defined as the ratio of aggregate annual profits to aggregate assets, bank equity capital to 

total assets which serves as a measure of bank capital, and cash
6
 to total assets standing as bank 

reserves. Capital and cash exhibit a clear time trend so the first difference of these series is used in 

the regressions below. The return on assets is more ambiguous with respect to its stationarity 

property. For most countries the ROA is fairly stationary, but in some countries there seems to be 

an upward trend. 

(Table III) 

The series are too short to conduct Dickie-Fuller tests for each country separately. The 

stationarity test suggested by Maddala and Wu (1999) (the "Fisher test") is suitable for an 

unbalanced panel like the one here. The test rejects the hypothesis that all series in the panel are 

non-stationary, but it cannot confirm that all series are stationary. In what follows I use the change 

in ROA, rather than the level. The first reason is to avoid spurious results in the event that some of 

the ROA series are non-stationary. Secondly, the regression analysis provides an indication that the 

                                                 

6
 In Japan cash is included in interbank deposits, which are taken instead. 
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variable at work is the change in ROA and not the level. When the model is estimated in levels 

(results not reported), the coefficients on ROA and lagged ROA are of the same magnitude but with 

the opposite sign, suggesting that ROA should be differenced. 

Summary statistics 

Table IV presents summary statistics of the three bank variables (ROA, CAPITAL and 

RESERVES) for the sample as a whole. The data was differenced and then demeaned using 

country-specific means in order to allow comparison between countries. The table provides 

statistics for the entire sample and for a sub-sample excluding Turkey and Mexico, as these two 

countries are dropped from most of the regressions for reasons explained below. The high kurtosis 

values suggest that the distribution of the bank variables exhibits fat tails. One reason for that is due 

to crisis episodes where the banking system experiences extreme volatility. This point is illustrated 

in figure 1, which presents the ROA of the banking system in four OECD countries that underwent 

bank crises: Japan, Finland, Norway and South Korea. The variance of the series is substantially 

larger during the crisis periods compared to the rest of the sample. It would be interesting to test 

whether the bank effect stems from these crisis episodes. The analysis in the next section shows that 

it does not. When crisis episodes are excluded from the sample, the estimated regression hardly 

changes (see table IX). 

(Table IV) 

(Table V) 

Bank ROA can be decomposed into five components (presented as ratios of total assets): net 

interest income (interest income net of interest expense); plus, net non-interest income (fees and 

commissions received less paid plus other sources of income); less, operating expenses; less, 

provisions (deductions due to loan loss); less, taxes. The covariance matrix of the five items is 

shown in table V. Two items seem to co-vary strongly: net non-interest income and operating 
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expenses
7
. When they are combined together into one item (net non-interest income less operating 

expenses), the new covariance matrix is much more sensible (see the bottom panel of table V). 

The noisiest component of bank ROA is non-interest income. This is not surprising as this 

item includes capital gains or losses on tradable securities that are marked to market, or assets that 

are denominated in foreign currencies. Market prices and exchange rates are very volatile, and the 

volatility spills into bank profits through the non-interest income. A recent example is the sub-prime 

crisis where asset-backed securities lost substantial value inflicting a large loss on the banking 

system (the current dataset does not include this period). Asset prices are correlated with financial 

variables such as interest rates, inflation, exchange rate, which may also have a direct effect on the 

real economy. Hence, these variables should be included in the regression to account for their 

correlation with the bank variables. 

Country outliers 

Several tests indicate that Turkey and Mexico are outliers in the current sample of OECD countries. 

Both strongly affect the regression results, especially with regard to the interest rate coefficient, 

which changes from negative to positive when Turkey and Mexico are included (see table IX). 

Table VI presents basic indicators showing the different economic environment of Turkey and 

Mexico compared to the other OECD countries. Turkey and Mexico are the poorest countries in the 

sample, in terms of GDP per capita (adjusted for PPP). Their inflation rates during the sample years 

are the highest, with an average annual inflation rate of 68% in Turkey and 15% in Mexico. The 

annual fluctuations in the inflation rate are also very high, as is evident in the standard deviations of 

the inflation rate. Hence, the sample years of these two countries reflect periods of financial 

instability, relative to the other countries. This may distort the structural relationships between the 

                                                 

7
 Further breakdown of the data (available only for 30% of the sample) reveals that the source of this co-variation is two 

residual items ("other non-interest income" and "other operating expenses") that are correlated with a coefficient of 

0.97. This exceptionally high correlation and the fact that it is found between two residual items may arise due to 

technical accounting reasons, obliging the bank to record some irregular operations both as income and expenditure 

simultaneously. 
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economic variables that prevail in regular times, and explain the dramatic effect on the regression 

results when these two countries are included in the sample. Finally, the size of the banking system 

measured by the ratio of loans to GDP, is also the smallest in Turkey and Mexico. Hence, Turkey 

and Mexico are excluded from all the regressions, and the sample consists of the other 28 OECD 

countries. The exclusion of Turkey and Mexico affects the estimated coefficients of the non-bank 

variables. However, it does not change the main conclusions of this paper regarding the real effects 

of the bank variables. On the contrary, the bank effect is stronger with these countries in the sample, 

as shown in table IX. 

(Table VI) 

Methodology 

The joint endogeneity of real and financial variables is a major obstacle to identify causality 

between them. Finding a pure instrumental variable is a difficult task because most of the factors 

that affect bank balance sheets (such as interest rates, inflation, exchange rates) are also 

endogenous. The present study builds on two identification strategies: dynamic and cross sectional. 

The dynamic approach exploits the time series dimension of the dataset to estimate the aggregate 

bank effect. Since the bank variables are pure time series, their lags can be considered as weakly 

exogenous. This method enables to estimate the lagging effect of the bank variables on aggregate 

output. 

The cross-sectional approach concentrates on the growth differences between different 

industries and estimates the differential bank effect. In this case, the endogeneity problem is 

minimized since the focus moves from aggregate variations over time to variation across industries, 

as done by Dell’Ariccia et al (2008) and Kroszner et al with respect to bank crises. These studies 

find that industries that are more dependent on external finance grow more slowly during bank 

crises. In the present paper, I estimate the differential effect of the three bank variables: ROA, 

CAPITAL and RESERVES. I find that financially dependent industries are more sensitive to 
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variations in the bank variables. This result is robust to the exclusion of the bank crisis episodes 

(comprising 7% of the sample). 

III. The Aggregate Effect 

The estimated model has the following form: 

(1) jttjjtjtjtjtjtjt ccXRESERVESCAPITALROAYY εβββα +++Γ++++= −−−−− 11312111  

where jtY  denotes real GDP (or other real indicators) growth of country j at year t, jtROA  denotes 

the change in banks' return on assets
8
 in country j at year t, CAPITALjt denotes the change in the 

ratio of equity capital to total assets and RESERVESjt denotes the change in the ratio of cash to total 

assets. jtX  is a vector of other covariates for country j at year t, jc  and tc  are country and time 

fixed effects, respectively, and jtε  is a stochastic error. Note that the country and time fixed effects 

control for structural differences between countries, and global effects across time. Hence, we 

remain only with the variance arising from country-year specific shocks. The number of lags in all 

regressions is 1 year. Higher lags were found insignificant (recall that the data is annual). The main 

interest is in the effect of ROA, CAPITAL and RESERVES on GDP, namely coefficients β1, β2 and 

β3. The inclusion of lagged dependent variable in the RHS implies that the long run effect of the 

bank variables is β/(1-α). However, in all the results of this paper the coefficient of the lagged 

dependent variable is relatively small, so the difference between the short and long run effects is 

negligible. Since the explanatory variables are only weakly exogenous, a necessary condition for 

identification is that the residuals are serially uncorrelated. I report the serial correlation test 

developed by Arellano and Bond (1991). As shown in table I, availability of banking statistics 

ranges from 7 to 25 years so the panels are unbalanced. 

                                                 

8
 The return on assets is the ratio of aggregate annual profits to aggregate assets. Bank assets are calculated by 

averaging two end-year totals, 13-month, 12-month or daily balances. For more information see OECD (2004). 
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Since the explanatory variables are only weakly exogenous (i.e., they are correlated with 

past residuals), the simple least-square-dummy-variable estimator might suffer from the dynamic 

panel data bias (Nickell 1981). The bias is especially large for short panels. The current dataset has 

an average time length of approximately 17 years, which is quite large for panel datasets. Hence, 

the bias in this case is moderate (see table VIII). Nevertheless, Arellano and Bond (1991) provide a 

GMM estimator which handles the problem. The estimator is derived by differencing the main 

equation to remove the country fixed effect. Then the lags of the RHS variables are used as 

instruments of the differenced explanatory variables. 

The Main Results 

Table VIII provides the Arellano-Bond estimator alongside the OLS estimator. The dependent 

variable in all the regressions is GDP growth. Column (1) presents a dynamic model with the bank 

variables as explanatory variables. Column (2) adds other covariates controlling for financial 

shocks, and column (3) includes more national account aggregates to capture a larger variety of real 

shocks (in addition to lagged GDP growth). All the explanatory variables are transformed to obtain 

stationarity, as detailed in table VII. 

(Table VII) 

(Table VIII) 

Among the bank variables, ROA has the most significant effect on GDP growth. Controlling 

for the real interest rate
9
, inflation, real exchange rate and stock prices, the effect of ROA on next 

year GDP growth is estimated at around 0.26. Hence, if bank ROA declines by 1 percentage point 

(which is equivalent to 1.7 standard errors), next year GDP growth is expected to decline by 0.26 

percentage points. The model includes the lagged dependent variable as an explanatory variable 

suggesting that the impact of the ROA shock continues further into the future (the long-term effect 

                                                 

9
 Since the expected rate of inflation is unavailable for all countries, the real interest rate in period t is proxied by the 

nominal interest rate in t net of the inflation rate from t-1 to t. 
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is 0.38). However, the rate of decay is quite large, so the impact of ROA is practically negligible 

two years after the occurrence of the shock. This result appears also in the next section where 

industrial data is analyzed, suggesting that the real effects of banking shocks decay after two years. 

The RESERVES effect is fairly small and only marginally significant. If reserves decline by 

1 standard deviation (around 1.3 percents of total assets) next year GDP growth is expected to 

decline by approximately 0.15 percentage points. This finding indicates that in OECD countries 

reserve constraints on the supply of bank loans are moderate. Financial systems in these countries 

provide an easy access to reserves through the role of the central bank as a lender of last resort. 

Hence, banks can obtain reserves (cash) relatively easily in times of financial distress. The results 

might have been different in a sample of non OECD countries with less developed financial system.  

The estimated effect of bank capital on GDP growth is insignificant. In fact, bank capital is 

found statistically insignificant in all the regressions of this study. This result casts some doubt on 

the ability of bailout programs to stimulate the economy. Injection of government (or private) 

capital into the banking system may alleviate bankruptcy costs and the adverse effects of bank 

failures, but I find no statistical evidence of its ability to enhance growth. There might be some 

technical reasons for that, as bank capital suffers from measurement errors making it a poor gauge 

of capital abundance. Note that equity capital is not measured directly, but derived from the 

difference between assets and debt liabilities. It is estimated at the last day of the year and thus 

subject to daily market fluctuations. Moreover, mergers and acquisitions or new accounting rules 

induce artificial changes in its size. Yet, the statistical insignificance of bank capital is robust to 

country sub-samples as shown in table IX. It is also robust to the exclusion of outlier observations 

(see column [6] in table IX) which reduces measurement errors. The statistical insignificance of 

bank capital does not imply that the capital channel is mute. The capital channel operates also 

through the ROA coefficient. For example, bank loss yielding a decline both in ROA and in bank 

capital, will affect GDP growth through the ROA coefficient. However, an independent change in 
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bank capital that is not related to bank profits, such as issuance of new equity shares or government 

bailout, does not affect GDP growth. 

Table VIII provides estimates of the real effect of non-bank financial variables. The real 

interest rate and the inflation rate have a negative impact on GDP growth. The effect of the real 

exchange rate (defined as the value of domestic currency in terms of foreign currencies adjusted for 

domestic and foreign inflation rates) is also negative, while stock prices have a positive effect. Note 

that these variables also affect bank ROA so including them in the regression reduces the 

coefficient of ROA. 

Robustness to country exclusions, GDP per capita, crisis episodes and outliers 

Table IX examines the robustness of the bank effect. Column (1) re-estimates the model on the 

entire sample of 30 OECD countries, including Turkey and Mexico that were previously excluded. 

Column (2) excludes Turkey and Mexico, replicating column (2) in table VIII (henceforth "the 

benchmark regression"). As noted earlier, the bank effect is stronger with Turkey and Mexico in the 

sample. However, the interest rate coefficient becomes positive, which is implausible. Note that the 

dynamic pattern is also changed as the coefficient of lagged GDP growth becomes insignificant, 

and the serial correlation of the residuals increases (see the marked decline in the P value of the 

hypothesis that the residuals are serially uncorrelated). These effects are due to the financial 

instability prevailing in Turkey and Mexico during the sample years. Hence, Turkey and Mexico are 

excluded from the sample in all the other regressions. 

(Table IX) 

In columns (3) and (4) the sample is split into high and low income countries. High income 

countries are countries with GDP per-capita that is higher than the sample median. The bank effect 

prevails in each of the sub-samples, and is not significantly different than the benchmark regression 

(in column [2]). Note that the sample consists of 28 countries (after excluding Turkey and Mexico) 

which are relatively homogenous in terms of GDP per capita (see table VII for details). Hence, the 
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sample does not enable to test the dependency of the bank effect on country income in a general 

framework. The split into high and low income countries serves only as a robustness test of the 

main results. 

Column (5) excludes bank crisis episodes to test whether the bank effect stems from crisis 

years. Data on the inception year of bank crises is taken from Dell’Ariccia, Detragiache and Rajan 

(2008). Out of the 28 OECD countries appearing in the benchmark sample (regression [2] in table 

IX) six countries experienced a bank crisis. I follow Dell’Ariccia et al (2008) by defining the 

duration of a crisis to be three years (including the inception year). The only exception is Japan, 

where I assume that the bank crisis has lasted for 11 years (1992-2002), as is evident from the huge 

losses recorded up to 2002 (see figure 1). The total number of crisis observations is 26 (5.4% of the 

sample), including Italy (1990-1992), Norway (1987-1989), Sweden (1990-1992), Japan (1992-

2002), Finland (1991-1993) and Korea (1997-1999). When these observations are excluded, the 

ROA coefficient remains significant. Hence, the bank effect prevails not only in crisis episodes but 

also in normal years. Note that the bank coefficients hardly change when crisis years are excluded. 

The same result is obtained also in the next section where industrial data is analyzed. 

Finally, column (6) re-estimates the main regression after dropping the first and last 

percentiles of all variables to control for outlier effects. Note that the ROA coefficient increases 

when outliers are omitted, while the other bank coefficients do not change in a significant way. 

Hence, the bank effect is robust also to the exclusion of outliers. 

Testing the bank effect on other real variables 

Table X substitutes GDP growth which was the dependent variable in the original regressions with 

the growth rates of the following variables: household consumption, government consumption, 

investment (fixed capital formation), import of goods and services and export of goods and services. 

The goal is to see whether the bank effect is changing across different types of economic activities. 

One would expect to find a stronger effect on activities that are more dependent on external finance. 
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The results support this hypothesis. The effect of bank ROA on investment growth 

(INVESTMENT) is estimated at 1.4, almost five times higher than the effect on consumption 

growth (CONSUMPTION). Capital investment requires more external finance than private 

consumption, so the stronger bank effect on investment is consistent with the hypothesis that 

causality goes from the banking sector to the real economy. Note that the models in table X include 

lagged dependent variable and lagged GDP growth as explanatory variables. Hence, they allow for 

different dynamic structures and different degree of pro-cyclicality of the dependent variables. For 

instance, investment growth is evidently more pro-cyclical than consumption growth (see the higher 

coefficient of lagged GDP growth), while the latter exhibit higher inertia (see the higher coefficient 

of the lagged dependent variable). Hence, the large effect of bank ROA on investment growth, 

compared to consumption growth, is not a result of the higher degree of pro-cyclicality of 

investment, as it is already taken into account by the other covariates. 

(Table X) 

Table X provides more evidence on the existence of a bank effect on real economic activity. 

Note that economic activities that are more sensitive to bank ROA are also more sensitive to interest 

rates and stock prices. For example, the coefficients of ROA, the real interest rate and the stock 

market on investment growth are 1.40, -0.76 and 0.08, respectively. The same variables have lower 

effect on import growth, namely, 0.91, -0.55 and 0.06, respectively. These explanatory variables 

capture various aspects of financing conditions. ROA determines the financial state of the banking 

sector, and hence the ability of banks to lend; the interest rate determines borrowing costs in the 

market for loans; and stock prices reflect financing conditions in the equity market through Tobin's 

Q. Hence, the coefficients of these variables are expected to move in the same direction (in absolute 

terms) as the dependent variable changes. Namely, if investment requires more external finance 

than import, it should be more sensitive than import to bank ROA, to the interest rate and to stock 
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prices. This is exactly the result obtained in table X. It verifies that the ROA coefficient captures the 

effect of financing conditions on real economic activity. 

Does the bank effect reflect a broader balance sheet channel? 

The estimated effect of bank ROA on GDP growth supports the hypothesis of a bank balance sheet 

channel. This channel works through the dependence of the supply of loans on banks' balance 

sheets. When banks have abundant capital, they are more willing to take risks and expand their 

lending. But the results are also consistent with a broader balance sheet channel, as in Bernanke and 

Gertler (1989), working through the balance sheet of the non-bank sector. For example, during 

recessions banks may become more selective in supplying loans to firms and households, not 

necessarily because of their own financial problems, but simply because borrowers become more 

risky as their balance sheets deteriorate. The financial state of the banking system is obviously 

correlated with the state of the non-bank sector, so the estimated effect of the bank variables may 

reflect a non-bank balance sheet channel. 

The hypothesis of the non-bank balance-sheet channel has already been taken into account 

by the inclusion of many economic and financial controls in the regressions above. It is hard to 

think of business shocks that are not correlated with the various controls that already appear in the 

regression, particularly stock prices and national account aggregates. Yet, the data at hand enables 

to control for the non-bank balance sheet channel in a more direct way. The dataset contains 

information on bank provisions, which are highly correlated with the financial state of the non-bank 

sector. Bank provisions reflect actual or anticipated loan loss. When borrowers default (or are 

expected to default) on their bank loans, the bank records the anticipated loss in the provisions item, 

which is then deducted from its income. Hence, by including provisions into the regression we can 

control directly for shocks to the non-bank sector. 

(Table XI) 
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In table XI bank ROA is decomposed into five components, namely: net interest income, net 

non-interest income, operating expenses, provisions and tax. These variables are expressed as ratios 

of total bank assets and then differenced, so they sum up exactly to the original ROA variable in 

table VIII. The decomposition of ROA enables to identify the source of the bank effect. For 

instance, if the effect stems from the non-bank sector we would expect to find that the provision 

item is significant while the other components of ROA are not. 

Table XI shows that all the components of bank ROA affect GDP growth in the expected 

direction and most of them are statistically significant. Income items (interest and non-interest 

income) have a positive effect on GDP and expenditure items (operating expenses, provisions and 

tax) have a negative effect. The results reject the hypothesis that the ROA effect stems from a non-

bank balance sheet channel, as provisions are not more significant than other components of ROA. 

Interestingly, the effect of interest income is the strongest among all items, both economically and 

statistically. Since interest income is the core business of the bank, any change in this item is taken 

more seriously by the bank than comparable changes in other items, and the bank response in terms 

of lending is more pronounced.  

Variation of the bank effect across countries 

OECD countries are relatively homogenous so the present dataset is not ideal for identifying 

variations of the bank effect across counties. Nevertheless, there are some differences which can be 

tested, especially with regard to financial development. As table VI shows, the size of the banking 

system, measured by loans to GDP, is heterogeneous within the OECD group of countries, ranging 

from 20% to 160% (in Switzerland and Luxembourg the banking sector is even larger due to highly 

active international banking). Hence, the dataset is suitable for testing whether the bank effect 

differs according to the size of the banking system. Other measures of financial development that 

were examined were bank concentration, the loan/deposit and loan/asset ratios, and stock market 

and bond market capitalization, taken from the 2008 version of Beck, Demirgüç-Kunt and Levine 
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(1999). The results (not reported) showed no significant impact of these financial measures on the 

bank effect. 

(Table XII) 

The effect of the size of the banking sector on the transmission of banking shocks is 

analyzed in table XII. The table re-estimates the benchmark regression, but allows the bank 

coefficients to change with the size of the banking system, measured by total loans to GDP. Column 

(1) adds to the original equation interactions of the bank variables with the lagged ratio of loans to 

GDP. The results are somewhat weak, mainly due to extremely high ratios of loans to GDP in 

Switzerland and Luxemburg (see table VI). In column (2) the bank variables are interacted with the 

dummy variable HIGH indicating 1 for countries with average loan to GDP above the sample 

median (which is 67%) and zero otherwise. The ROA effect is significantly higher in countries with 

high ratio of loans to GDP. Kroszner, Laeven and Klingebiel (2007) found a similar result with 

respect to bank crises, showing that the crisis effect was larger in countries with higher ratio of 

loans to GDP
10

. 

IV. The Differential Effect  

The previous section estimated the bank effect on aggregate output. In this section I look at the 

industry level examining whether the bank variables have a differential effect. I follow 

Dell’Ariccia, Detragiache and Rajan (2008) and Kroszner, Laeven and Klingebiel (2007) and test 

whether financially dependent industries are more sensitive to bank ROA, CAPITAL and 

RESERVES. While Dell’Ariccia et al (2008) and Kroszner et al (2007) considered the differential 

effect of bank crises, the analysis in this section focuses mainly on non-crisis periods comprising 

93% of the sample. 

                                                 

10
 While Kroszner et al (2007) used IFS data on loans from deposit money banks, I use here OECD data that includes 

loans from all banking institutions. The difference between the two measures might be substantial in countries with 

large sector of savings and loans institutions that do not issue checking accounts.  
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The existence of a differential effect may be also consistent with the reverse causality. 

Financially dependent sectors obtain more loans than other sectors, and when they default the effect 

on bank performance is larger. Hence, even if banks do not affect industrial production we expect to 

find higher correlation between financially dependent sectors and the banking system. Yet this type 

of correlation can exist only for large industries whose share in bank assets is high enough to affect 

the whole banking system. Hence, the reverse causality hypothesis can be tested by splitting the 

sample into small and large industries and comparing the results between the two sub-samples. If 

the estimated differential effect is driven by reverse causality, it should be smaller in the small-

industry sub-sample, since the bias caused by the reverse causality is lower in this case. The results 

of this exercise suggest that reverse causality is negligible in the current sample (see table XIV). 

Dependence on external finance is measured by an index originally proposed by Rajan and 

Zingales (1998). They used financial data on publicly traded US firms during the 1980s and derived 

a measure of financial dependence which is the share of capital expenditures not financed by 

internal sources. Namely, financial dependence equals one minus the ratio of the firm cash flow to 

its capital expenditures. The crucial assumption is that financial dependence is part of the 

production technology of the industry. Hence, firms of the same industry but in different countries 

(or periods) are assumed to have the same external dependence. This assumption allows us to use 

the US data on external dependence developed by Rajan and Zingales as a general measure of 

external dependence also in other countries. Kroszner et al (2007) explored this assumption 

thoroughly. They calculated the Rajan-Zingales index for US firms in different periods, and also for 

firms in other countries. The correlation of their new indices with the Rajan-Zingales original index 

was around .8. Hence, their results support the assumption that the Rajan-Zingales financial 

dependence index is industry specific as it does not change much over time and across countries.  

Industrial data is taken from the 2006 edition of INDSTAT3 published by the United 

Nations Industrial Development Organization (UNIDO). The data is classified according to the 
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second revision of the International Standard Industrial Classification (ISIC), which is compatible 

with Rajan and Zingales (1998) classification. The industrial data is at the 3 digit level and the 

external dependence measure is taken from table A1 in Dell’Ariccia, Detragiache and Rajan (2008). 

  The basic model has the form: 

ijtjtitijijt

jtijtijtiijtijt

cccX

RESERVESEXDEPCAPITALEXDEPROAEXDEPYY

ε

βββα

++++Γ+

+++= − ***)2( 3211
 

Yijt is the indicator of real economic activity of industry i in country j at year t. EXDEPi denotes the 

Rajan-Zingales index of external dependence of industry i, and it is interacted with the bank 

variables. The main interest is whether these interactions have a positive effect in the regression. If 

they do, then banking shocks have a larger effect on industries that are more financially constrained, 

indicating causality from banks to the real economy. Xijt stands for observable variables that are 

country-industry-year specific. Following Dell’Ariccia et al (2008), the model incorporates three 

types of fixed effects estimated by a set of dummy variables. The dummies correspond to country-

industry fixed effects, country-year fixed effects and industry-year fixed effects. Hence, the 

regression controls for all types of unobservables, except for variables that are country-industry-

year specific. 

Indstat3 provides three alternative measures of industrial activity: output, value added and 

an index of industrial production. Output and value added are reported at current prices. They are 

obtained through annual census and designed to measure the level and composition of industrial 

activity. Output measures the value of goods produced by the industry while value added is the 

difference between output and input of goods and services. The industrial production index is a 

separate indicator designed to measure the change in industrial activity. It is compiled on a monthly 

or quarterly basis and carefully adjusts for price changes, classifications, sampling coverage and 

other distortions. Hence, on a time dimension the industrial production index is a better proxy for 

business fluctuations than the census output or value added. Table XIII presents summary statistics 
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of the three variables, after excluding 1% from each side of the distribution due to outliers. 

Production growth is less volatile than output and value added growth and more correlated with 

GDP growth. Therefore, I take the production index as the prime measure of industrial growth, but 

also report the results with the other two indicators. Another advantage of the production index over 

output and value added is data availability which is 30% higher. 

(Table XIII) 

 I assume that the bank variables and all the other macroeconomic variables are strictly 

exogenous. Recall that the regression includes country-industry, country-year and industry-year 

fixed effects, so the residuals contain only country-industry-year specific shocks. Hence, any 

correlation between the dependent variable and the explanatory variables arising from aggregate 

business fluctuations or world-wide industry shocks is already captured by the dummy variables. It 

leaves us with shocks that are unique to the industry, country and year. These shocks can affect the 

macroeconomic variables only if the industry is very large. In the present sample, more than 97% of 

the observations are small industries whose size is less than 3% of GDP. Hence, it seems plausible 

to assume that the residuals, which represent fairly small economic units, are not correlated with the 

bank variables and the other macroeconomic variables (after controlling for country-year specific 

shocks). 

Main results 

Table XIV presents the main results, after dropping the first and last percentiles of the distribution 

of production growth due to extreme outliers (some of them are distanced more than 10 standard 

deviations from the mean). All variables are treated as strictly exogenous except for the lagged 

dependent variable and lagged industry size. These two variables are only weakly exogenous and 

hence instrumented by their own lags in the Arellano-Bond estimator. Column (1) presents the main 

equation. The interaction of the external dependence index with bank ROA is positive and 

significant, indicating that financially dependent industries are more sensitive to variations in bank 
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ROA. As in the country-level analysis, the effect of RESERVES is less significant than ROA, and 

the CAPITAL effect is generally insignificant. 

(Table XIV) 

The differential bank effect lasts for two years. It comprises a contemporaneous effect and a 

lagging effect. Higher lags were found insignificant, so the total length of the bank effect is two 

years. Note that in the country-level analysis of the previous section, the bank effect was also 

negligible two years after the shock, since the rate of decay was high. The same dynamics is found 

in Demirgüç-Kunt, Detragiache and Gupta (2006). Using data on 36 bank crises in developed and 

developing countries, they calculate the dynamics of GDP growth (and other variables) along the 

crisis. They find that GDP contraction tends to last one year in addition to the crisis inception year. 

Column (2) adds interactions of financial dependence with several macroeconomic variables 

to control for differential effects of non-bank variables. For example, financially dependent sectors 

may be more sensitive to interest rates or to other financial variables that are also correlated with 

the bank variables. It is also possible that financially dependent sectors are more pro-cyclical than 

other sectors. This effect is captured by the interaction of EXDEPi with the variable GDPRESTijt 

which denotes GDP growth of country j excluding industry i (which stands as the dependent 

variable). The ROA effect on the production index does not change by the inclusion of these 

controls, confirming the robustness of the differential effect. 

As in the previous section, I examine in column (3) whether the differential effect of ROA 

remains significant when crisis episodes are excluded. Since the data now is at the industry level, 

the number of observations relating to bank crises is larger amounting to 786 observations (7.4% of 

the sample). The exclusion of these observations does not change the result in a significant way. 

The coefficients of current and lag EXDEP*ROA change by half a standard deviation at the most, 

and the sum of the two coefficient stays almost the same. Hence, the estimated differential effect 

does not stem from crisis episodes. It reflects causal relationships between banking shocks and real 
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economic activity prevailing generally in crisis and non-crisis years. This result complements 

Dell’Ariccia, Detragiache and Rajan (2008) and Kroszner, Laeven and Klingebiel (2007) who 

found that financially dependent industries are more sensitive to bank crises. 

The identification of the differential effect depends on the assumption that there is no 

reverse causality. As already mentioned, the reverse causality bias should be more severe in a 

sample of large industries, as it hinges on the assumption that shocks at the industry level (that are 

not correlated with shocks at the country level captured by the country-year fixed effects) affect the 

whole banking system. Small industries, even if they are financially constrained, have negligible 

impact on the banking system, so reverse causality is less plausible in that case. Hence, we can test 

the existence of reverse causality by estimating the differential effect in a sample of small and large 

industries separately. Since the bias should be smaller in the small-industry sample, the estimated 

differential effect should be lower if it is driven by reverse causality. This is done in columns (4) 

and (5) where the sample is divided into industries that are smaller than the sample median (0.45% 

of GDP) and larger industries. The differential effect in the former sample is larger and more 

significant than the latter, contradicting the hypothesis that the results stem from reverse causality. 

Finally, table XV reports the results of the main regressions with different indices of 

industrial growth, namely, real output growth and real value added growth (the GDP deflator is 

used to obtain real growth rates). These variables are noisier than the original production growth, 

since they do not adjust for price changes, classification, sampling coverage and other distortions. 

This is evident especially in the value-added regressions (columns IV-VI), where the two lags of the 

dependent variable are negative. In the output regressions (columns I-III) the first lag is positive but 

the second is negative. This finding suggests that some type of error correction dynamics resulting 

from measurement errors exists in the dependent variable. Nevertheless, the contemporaneous 

differential effect is still significantly positive, though the lagging effect is not significant. 

(Table XV) 
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V. Summary 

This paper estimates the effect of bank profits, bank capital and bank reserves on economic growth. 

The focus is on short term banking shocks and their impact on the business cycle. The first section 

estimates the lagging effect of banking shocks on GDP growth. Profit shocks are found to have 

lagging effect on GDP growth. The effect is significant, both statistically and economically. It is 

stronger for economic activities that require higher amount of finance, such as capital investment, 

compared to less financially constrained activities (e.g. private or government consumption). 

Furthermore, activities that are more affected by banking shocks, also exhibit higher sensitivity to 

interest rate shocks and stock market shocks. These results suggest that the estimated bank effect is 

indeed related to financing conditions. 

 The second section exploits industry-level data and shows that industries that are more 

financially constrained are also more affected by banking shocks. The differential effect comprises 

a contemporaneous effect and a lagging effect, approximately of the same magnitude. Hence, the 

real effects of banking shocks seem to last for two years. This finding is consistent with the country-

level analysis and the stylized facts on bank crises found by Demirgüç-Kunt, Detragiache and 

Gupta (2006). 

 Among the bank variables tested in this paper, bank profit has the most significant impact on 

the real economy, while bank reserves exhibit a weaker effect. On the other hand, bank capital is 

found insignificant in almost all the regressions of this paper, over different specifications, 

dependent variables, and samples. This result suggests that increasing bank capital does not 

stimulate economic growth. It might be vital to prevent bank default and the huge costs associated 

with it, but I find no evidence of a bank capital impact on the real economy. 
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Table I: Aggregation groups and availability of bank statistics 

Country Banking Group Availability 

Australia All banks 1986-2003 

Austria All banks 1987-2003 

Belgium All banks 1981-2003 

Canada Commercial banks 1982-2003 

Czech republic All banks 1994-2003 

Denmark Commercial banks and savings banks 1980-2003 

Finland All banks 1979-2003 

France All banks 1988-2003 

Germany All banks 1979-2003 

Greece Commercial banks from 1989 and large 

commercial banks up to 1988 (chained 

backwards) 

1979-2003 

Hungary Commercial banks 1994-2003 

Iceland Commercial banks and savings banks 1979-2003 

Ireland All banks 1995-2003 

Italy All banks 1984-2003 

Japan All banks from 1989 and commercial banks up 

to 1988 (chained backwards) 

1979-2003 

Korea Commercial banks 1990-2001 

Luxemburg Commercial banks 1979-2003 

Mexico Commercial banks 1989-2003 

Netherlands All banks 1987-2003 

New Zealand All banks 1990-2003 

Norway All banks 1980-2003 

Poland All banks 1994-2003 

Portugal Commercial banks 1980-2003 

Slovak republic All banks 1997-2003 

Spain All banks 1979-2003 

Sweden Commercial banks 1979-2003 

Switzerland All banks 1980-2003 

Turkey Commercial banks 1983-2003 

United kingdom Commercial banks 1984-2003 

United states Commercial banks 1979-2003 
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Table II: Variables and their sources 

Variable Source 

Bank Statistics OECD – Bank Profitability 

National accounts, CPI, Real exchange rate Source OECD, IFS 

Interest rates  

Bond yields, 10 years to maturity; or Source OECD 

Mortgage  interest rates; or IFS 

Interbank interest rate (Turkey only) IFS 

Stock prices  

All sectors Source OECD, IFS 

Industrial (Norway only) Source OECD 

Industrial statistics INDSTAT3 
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Table IV: Summary Statistics of Bank Financial Indicators 

 Total Sample  Excluding Turkey and Mexico 

 ROA CAPITAL RESERVES  ROA CAPITAL RESERVES 

Mean 0.00 0.00 0.00  0.00 0.00 0.00 

Max 9.04 5.73 10.61  4.31 5.73 10.61 

Min -3.87 -4.46 -5.20  -3.76 -4.46 -5.20 

Sd 0.76 0.79 1.31  0.60 0.73 1.30 

Kurtosis 44.86 16.42 15.25  17.80 19.22 16.10 

Obs 552 552 552  518 518 518 

* Data is differenced and then demeaned using country-specific means. 
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Table V. Covariance Matrix of ROA Components* 

 

Interest 

Income (Net) 

Non Interest 

Income (Net) 

Operating 

Expenses Provisions Tax 

Interest Income (Net) 0.55     

Non Interest Income (Net) -0.39 1.73    

Operating Expenses 0.08 1.07 1.28   

Provisions 0.17 -0.24 -0.09 0.29  

Tax 0.02 0.06 -0.01 0.00 0.04 

 

 

Interest 

Income (Net) 

Other net 

income** Provisions Tax 

Interest Income (Net) 0.55    

Other net income** -0.47 0.87   

Provisions 0.17 -0.15 0.29  

Tax 0.02 0.07 0.00 0.04 
* Data is in percents of average assets. It was differenced and then demeaned using country-specific means. 

** "Other net income" comprises of net non interest income less operating expenses. 
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Table VI. OECD Countries, Economic Indicators 

(Sorted by GDP per capita) 

 

GDP per 

capita* 

Inflation 

(%) 

Loans to 

GDP (%) 

Sample  

years** 

 mean mean SD mean  

Turkey 6.0 67.5 19.5 20.2 1988-2003 

Mexico 8.4 15.0 10.5 21.9 1992-2003 

Poland 9.9 11.0 8.8 23.2 1995-2003 

Slovak Republic 11.4 8.0 3.1 35.0 1998-2003 

Hungary 11.8 13.7 8.2 31.2 1995-2003 

Korea 13.9 5.0 2.3 37.9 1991-2001 

Czech Republic 14.9 5.5 3.8 48.0 1995-2003 

Portugal 15.1 5.8 3.8 78.5 1989-2003 

Greece 16.6 10.6 6.7 25.9 1986-2003 

Spain 16.9 6.6 4.2 70.5 1980-2003 

New Zealand 19.7 1.9 1.0 95.8 1991-2003 

Finland 21.2 4.2 3.4 65.7 1980-2003 

Germany 22.0 2.5 1.8 91.0 1980-2003 

United Kingdom 22.2 3.2 2.1 69.3 1985-2003 

Japan 22.3 1.5 2.0 96.6 1980-2003 

Italy 22.9 4.4 2.0 61.4 1985-2003 

France 23.3 2.0 0.9 88.8 1989-2003 

Sweden 23.5 5.0 4.0 37.7 1980-2003 

Belgium 23.5 2.9 2.1 98.3 1982-2003 

Denmark 24.3 3.8 2.7 50.4 1981-2003 

Australia 24.4 3.7 2.6 61.7 1987-2003 

Canada 24.6 3.0 1.6 65.5 1983-2003 

Netherlands 25.7 2.4 0.8 163.7 1988-2003 

Austria 26.9 2.2 1.1 120.1 1991-2003 

Ireland 27.0 3.2 1.6 160.8 1996-2003 

Iceland 27.1 3.1 1.8 68.1 1994-2003 

United States 28.7 4.0 2.8 38.9 1980-2003 

Switzerland 28.9 2.4 2.0 194.2 1981-2003 

Norway 29.3 4.6 3.3 60.5 1981-2003 

Luxembourg 39.3 3.2 2.6 717.6 1981-2003 

*  Sample average of GDP per capita in thousands of US dollars, 2000 prices, adjusted for PPP. 

** Sample years correspond to regression II in table VIII. 
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Table VII: Abbreviations 

Abbreviation Interpretation Notes 
GDP GROWTH ∆log( GDP at constant prices )  

ROA ∆( bank profits / bank assets) Annual average 

CAPITAL ∆( bank equity capital / bank assets ) Year end 

RESERVES ∆( bank cash / bank assets ) Year end 

REAL INTEREST ∆( interest rate - ∆CPI/lagged CPI ) Annual average 

INFLATION ∆
2
log( CPI )  Annual average 

RER ∆log( real exchange rate ) Annual average 

STOCKS ∆log( stock prices / CPI ) Annual average 

INVESTMENT ∆log( fixed capital formation at constant prices )  

CONSUMPTION ∆log( household consumption at constant prices )  

GOVERNMENT ∆log( government consumption at constant prices )  

IMPORT ∆log( import of goods and services at constant prices )  

EXPORT ∆log( export of goods and services at constant prices )  

PRODUCTION ∆log( industrial production at constant prices )  

EXDEP Rajan-Zingales index of external finance dependency  

SIZE Industry value added to total GDP  

GDPREST (GDP GROWTH-SIZE*PRODUCTION)/(1-SIZE)  
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Table VIII: The effect of bank ROA, CAPITAL and RESERVES on GDP growth 

Dependent Variable: GDP GROWTHt 

 Arellano-Bond  OLS 

 (1) (2) (3)  (4) (5) (6) 

GDP GROWTHt-1 0.264*** 0.310*** 0.217** 0.340*** 0.320*** 0.219** 

 (0.062) (0.071) (0.102) (0.078) (0.082) (0.090) 

ROAt-1 0.366*** 0.261*** 0.258*** 0.376** 0.261** 0.260** 

 (0.101) (0.092) (0.095) (0.152) (0.131) (0.131) 

CAPITALt-1 -0.019 -0.048 -0.032 0.024 -0.053 -0.042 

 (0.137) (0.100) (0.102) (0.119) (0.116) (0.116) 

RESERVESt-1 0.186** 0.119 0.136 0.142** 0.119* 0.134* 

 (0.086) (0.078) (0.083) (0.066) (0.066) (0.072) 

REAL INTERESTt-1  -0.180*** -0.207***  -0.160* -0.154* 

  (0.066) (0.069)  (0.083) (0.085) 

INFLATIONt-1  -0.225*** -0.196***  -0.184** -0.157* 

  (0.050) (0.065)  (0.085) (0.088) 

RERt-1  -0.049** -0.057**  -0.051*** -0.059*** 

  (0.023) (0.024)  (0.019) (0.019) 

STOCKSt-1  0.024*** 0.023***  0.025*** 0.025*** 

  (0.004) (0.004)  (0.005) (0.005) 

INVESTMENTt-1   0.024   0.022 

   (0.028)   (0.024) 

CONSUMPTIONt-1   0.039   0.046 

   (0.048)   (0.043) 

GOVERNMENTt-1   0.046   0.032 

   (0.074)   (0.087) 

        

H0: Residuals are serially 

uncorrelated (P value) 0.43 0.56 0.56 

 

   

No. of observations 518 485 484  518 485 484 

No. of countries 28 28 28  28 28 28 

        
Models include time and country fixed effects. 

Heteroskedasticity robust standard errors in parentheses.  

***, **, * denote significant at 1%, 5% and 10%, respectively. 

Arellano-Bond instruments include second to fourth lags of the explanatory variables.  

See variable definitions in table VII. 
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 Table IX: Robustness tests of the main equation 

Dependent Variable: GDP GROWTHt 

 Arellano-Bond 

 (1) (2) (3) (4) (5) (6) 

GDP GROWTHt-1 0.126 0.310*** 0.232*** 0.383*** 0.347*** 0.264*** 

 (0.113) (0.071) (0.072) (0.099) (0.060) (0.054) 

ROAt-1 0.471*** 0.261*** 0.195* 0.235 0.232*** 0.464** 

 (0.130) (0.092) (0.102) (0.169) (0.089) (0.199) 

CAPITALt-1 0.051 -0.048 -0.020 -0.048 -0.120 0.064 

 (0.117) (0.100) (0.102) (0.157) (0.089) (0.152) 

RESERVESt-1 0.093 0.119 0.135 0.128** 0.059 0.089 

 (0.070) (0.078) (0.134) (0.063) (0.068) (0.092) 

REAL INTERESTt-1 0.036*** -0.180*** 0.007 -0.248*** -0.195*** -0.101 

 (0.012) (0.066) (0.132) (0.088) (0.069) (0.089) 

INFLATIONt-1 -0.043 -0.225*** -0.153 -0.216*** -0.243*** -0.226*** 

 (0.058) (0.050) (0.125) (0.060) (0.058) (0.070) 

RERt-1 -0.071** -0.049** -0.059*** -0.060* -0.033* -0.040* 

 (0.030) (0.023) (0.027) (0.031) (0.018) (0.022) 

STOCKSt-1 0.016* 0.024*** 0.019*** 0.023*** 0.022*** 0.026*** 

 (0.009) (0.004) (0.009) (0.003) (0.004) (0.007) 

       

H0: Residuals are serially 

uncorrelated (P value) 0.20 0.56 0.32 0.24 0.69 0.78 

Notes: All OECD 

countries 

Turkey and 

Mexico 

excluded 

High 

income 

countries 

Low 

income 

countries 

Crisis 

episodes 

excluded 

Outliers 

excluded 

No. of observations 513 485 261 224 459 431 

No. of countries 30 28 14 14 28 28 

       
Models include time and country fixed effects. 

Heteroskedasticity robust standard errors in parentheses.  

***, **, * denote significant at 1%, 5% and 10%, respectively. 

Arellano-Bond instruments include second to fourth lags of the explanatory variables.  

Crisis episodes include Italy (1990-1992), Norway (1987-1989), Sweden (1990-1992), Japan (1992-2000), Finland (1991-1993) 

and Korea (1997-1999). 

Outliers defined as the first and last percentiles of each variable in the regression. 

See variable definitions in table VII. 
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Table X: The effect of the bank variables on other national accounts 

Arellano-Bond estimator 

 Dependent Variable: 

 INVESTMENTt IMPORTt EXPORTt CONSUMPTIONt GOVERNMENTt 

Lag dependent variable -0.028 -0.061 0.031 0.176* 0.038 

 (0.101) (0.076) (0.052) (0.105) (0.078) 

GDP GROWTHt-1 0.890** 0.306 0.036 0.205** 0.234*** 

 (0.359) (0.266) (0.109) (0.094) (0.058) 

ROAt-1 1.368*** 0.906* 0.526* 0.322* -0.049 

 (0.347) (0.506) (0.298) (0.185) (0.173) 

CAPITALt-1 -0.271 0.088 -0.162 0.078 0.231 

 (0.433) (0.275) (0.248) (0.162) (0.273) 

RESERVESt-1 0.172 0.158 0.074 0.174 0.025 

 (0.258) (0.207) (0.148) (0.151) (0.107) 

REAL INTERESTt-1 -0.758** -0.549 0.035 -0.215** -0.325** 

 (0.337) (0.380) (0.256) (0.109) (0.139) 

INFLATIONt-1 -0.633** -0.922*** -0.214 -0.231*** -0.179 

 (0.262) (0.233) (0.202) (0.079) (0.174) 

RERt-1 -0.005 -0.046 -0.279*** 0.009 0.049*** 

 (0.086) (0.077) (0.039) (0.023) (0.019) 

STOCKSt-1 0.075*** 0.059*** 0.016 0.015*** 0.001 

 (0.020) (0.016) (0.011) (0.005) (0.006) 

      

H0: Residuals are serially 

uncorrelated (P value) 0.50 0.45 0.14 0.31 0.21 

No. of observations 462 462 462 462 462 

No. of countries 28 28 28 28 28 

Models include time and country fixed effects. 

Heteroskedasticity robust standard errors in parentheses.  

***, **, * denote significant at 1%, 5% and 10%, respectively. 

Arellano-Bond instruments include second to fourth lags of the explanatory variables.  

See variable definitions in table VII. 
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Table XI: Breakdown of ROA into five components 

Dependent Variable: GDP GROWTHt 

  Arellano-Bond 

  (1) (2) 

GDP GROWTHt-1 0.313*** 0.208** 

 (0.071) (0.095) 

Interest Income t-1 0.698** 0.649** 

 (0.274) (0.302) 

Non Interest Income t-1 0.204 0.236 

 (0.143) (0.128) 

Operating Expenses t-1 -0.255* -0.293* 

 (0.143) (0.140) 

Provisions t-1 -0.220* -0.213 

 (0.124) (0.132) 

Tax t-1 -0.322 -0.355 

 (0.348) (0.366) 

CAPITAL t-1 -0.026 -0.028 

 (0.107) (0.049) 

RESERVES t-1 0.113 0.079 

 (0.077) 0.208 

Financial Controls Yes Yes 

Real Controls No Yes 

   

H0: Residuals are serially 

 uncorrelated (P value) 0.51 0.53 

No. of observations  485 484 

No. of countries  28 28 

Models include time and country fixed effects. 

Financial controls are REAL INTERESTt-1, INFLATIONt-1, RERt-1 and STOCKSt-1. 

Real controls are INVESTMENTt-1, CONSUMPTIONt-1 and GOVERNMENTt-1. 

Heteroskedasticity robust standard errors in parentheses.  

***, **, * denote significant at 1%, 5% and 10%, respectively. 

Arellano-Bond instruments include second to fourth lags of the explanatory variables.  

See variable definitions in table VII. 
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Table XII: The bank effect and the size of the banking system 

Dependent variable: GDP GROWTHt    

  Arellano-Bond 

  (1) (2) 

GDP GROWTHt-1 0.332*** 0.330*** 

 (0.070) (0.069) 

ROA t-1 0.126 0.205** 

 (0.227) (0.097) 

ROA t-1*LOAN t-1/GDP t-1 0.280  

 (0.390)  

ROA t-1*HIGH t-1  0.569*** 

  (0.178) 

CAPITAL t-1 0.031 -0.002 

 (0.118) (0.130) 

CAPITAL t-1*LOAN t-1/GDP t-1 -0.110  

 (0.088)  

CAPITAL t-1*HIGH t-1  -0.125 

  (0.248) 

RESERVES t-1 0.130 0.116 

 (0.090) (0.085) 

RESERVES t-1*LOAN t-1/GDP t-1 -0.029  

 (0.121)  

RESERVES t-1*HIGH t-1  0.032 

  (0.135) 

LOAN t-1/GDP t-1 -0.001  

 (0.001)  

HIGH t-1  0.000 

  (0.003) 

Financial Controls Yes Yes 

   

H0: Residuals are serially  uncorrelated 

(P value) 0.67 0.69 

No. of observations  485 485 

No. of countries  28 28 

Models include time and country fixed effects. 

Financial controls are REAL INTERESTt-1, INFLATIONt-1, RERt-1 and STOCKSt-1. 

Heteroskedasticity robust standard errors in parentheses.  

***, **, * denote significant at 1%, 5% and 10%, respectively. 

Arellano-Bond instruments include second to fourth lags of the explanatory variables.  

See variable definitions in table VII. 

 



 40 

 

Table XIII: Summary statistics of various industrial growth indices 

 

Growth rates* (%) 

 Production 

index 

Real 

output 

Real 

value added 

Mean 1.5 1.2 0.8 

SD 7.1 10.7 12.6 

Min -21.6 -35.8 -48.2 

Max 25.7 51.6 56.4 

 

 

Correlation matrix of industrial growth rates* and total GDP growth rate 

 Production 

index 

Real 

output 

Real 

value added GDP 

Production index 1.00    

Real output 0.39 1.00   

Real value added 0.33 0.72 1.00  

GDP 0.35 0.25 0.22 1.00 

 

* The 1% highest and 1% lowest observations dropped from each industrial variable. 

 Output and value-added are deflated by the GDP deflator. Production index is originally in real terms. 

 Growth rates are calculated by log differences. 
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Table XIV: Estimating the differential effect of banking shocks on industrial growth 

Dependent variable: PRODUCTIONt     

 Arellano-Bond 

 (1) (2) (3) (4) (5) 

PRODUCTIONt-1 0.052*** 0.063*** 0.051** 0.060** 0.033 

 (0.019) (0.019) (0.021) (0.026) (0.029) 

EXDEP*ROAt 1.054*** 0.954*** 0.837** 1.122** 0.465 

 (0.348) (0.352) (0.395) (0.488) (0.525) 

EXDEP*ROAt-1 0.998** 0.982** 1.287*** 0.992* 1.158** 

 (0.399) (0.417) (0.455) (0.553) (0.592) 

EXDEP*CAPITALt 0.453 0.451 0.399 0.733* 0.117 

 (0.281) (0.294) (0.300) (0.441) (0.337) 

EXDEP*CAPITAL t-1 0.316 0.332 0.378 0.510 -0.281 

 (0.332) (0.358) (0.368) (0.497) (0.376) 

EXDEP*RESERVESt 0.080 0.101 0.038 -0.122 0.153 

 (0.161) (0.201) (0.203) (0.289) (0.265) 

EXDEP*RESERVES t-1 0.350* 0.272 0.107 0.074 0.101 

 (0.189) (0.197) (0.188) (0.321) (0.226) 

INDUSTRY SIZE t-1 -0.696 -0.230 -0.518 -5.013 -0.526 

 (0.695) (0.738) (0.946) (4.295) (0.759) 

Interactions of EXDEP with 

current and lagged values of: 

GDPREST, REAL INTEREST, 

RER, INF, STOCKS. No Yes Yes Yes Yes 

      

H0: Residuals are serially 

 uncorrelated (P value) 0.60 0.58 0.96 0.72 0.11 

Industry size All All All, 

crisis years 

excluded 

Smaller than 

0.45% of 

GDP 

Larger than 

0.45% of 

GDP 

No. of observations 11,114 10,635 9846 5,317 5,318 

 

Models include country-industry, country-year and industry-year fixed effects. 

The sample excludes 1% from each side of the distribution of the dependent variable due to outliers. 

Heteroskedasticity robust standard errors in parentheses.  

***, **, * denote significant at 1%, 5% and 10%, respectively. 

Arellano-Bond instruments include second to fourth lags of the explanatory variables.  

See variable definitions in table VII. 
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Table XV: Estimating the differential effect on output and value added growth 

 Arellano-Bond Estimator 

Dependent variable:  Real Output Growth Real Value Added Growth 

 (1) (2) (3)  (4) (5) (6) 

Dependent Variable t-1 0.046** 0.036 0.044* -0.047** -0.024 -0.033 

 (0.020) (0.024) (0.024) (0.020) (0.023) (0.024) 

Dependent Variable t-2  -0.035* -0.030  -0.034* -0.029 

  (0.019) (0.019)  (0.020) (0.022) 

EXDEP*ROAt 1.064** 1.022* 0.954 1.623*** 1.616*** 0.921 

 (0.529) (0.527) (0.715) (0.549) (0.566) (0.718) 

EXDEP*ROAt-1   0.375   -1.290* 

   (0.701)   (0.756) 

EXDEP*CAPITALt 0.023 0.146 0.112 -0.602 -0.544 -0.235 

 (0.601) (0.607) (0.641) (0.729) (0.748) (0.807) 

EXDEP*CAPITAL t-1   -0.203   0.534 

   (0.800)   (0.963) 

EXDEP*RESERVESt 0.519** 0.488* 0.076 0.265 0.220 -0.180 

 (0.251) (0.271) (0.313) (0.317) (0.352) (0.376) 

EXDEP*RESERVES t-1   -0.584   -0.416 

   (0.358)   (0.377) 

SHARE t-1 -2.277 -2.222 -2.590 -4.965 -4.572* -4.639* 

 (1.767) (2.085) (2.110) (3.059) (2.729) (2.804) 

Interactions of EXDEP with 

current and lagged values of: 

GDPREST, INTEREST, RER, 

INF, STOCKS Current Current 

Current 

and lags Current Current 

Current 

and lags 

        

H0: Residuals are serially 

 uncorrelated (P value) 0.01 0.42 0.52  0.12 0.32 0.98 

No. of observations 8,647 8,376 7,838  8,538 8,246 7,712 

 

Models include country-industry, country-year and industry-year fixed effects. 

The sample excludes 1% from each side of the distribution of the dependent variable due to outliers. 

Heteroskedasticity robust standard errors in parentheses.  

***, **, * denote significant at 1%, 5% and 10%, respectively. 

Arellano-Bond instruments include second to fourth lags of the explanatory variables.  

See variable definitions in table VII. 
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Korea
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* The figure presents the level of ROA. 

 

Figure 1: Bank return on assets (ROA*) in countries that underwent substantial bank crises 

 


