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1 Introduction

In May 2004, ten countries - Cyprus, Czech Republic, Estonia, Hungary,
Latvia, Lithuania, Malta, Poland, Slovakia, and Slovenia - joined the Euro-
pean Union (EU). These countries also announced plans to join the Euro-
pean Monetary Union (EMU) and adopt the euro as official currency within
four to six years (ECB [23]). Before adopting the euro, the new members are
required to achieve exchange rate stability by participating for at least two
years in the ERM-II, the target zone exchange rate arrangement between
the euro area and EU members outside the euro area. New EU members are
also required to meet the Maastricht convergence criteria for the adoption
of the euro. According to the inflation criterion, the annual inflation rate of
EMU candidates must not exceed by more than 1.5 percent the average of
the three lowest inflation countries in the euro area.

The ERM-II is compatible with several monetary policy regimes. This
paper analyzes the consequences of large productivity gains for the choice of
exchange rate regime in the new EU members during the process of accession
to the EMU.

Central and Eastern European countries are expected to experience - and
have been already experiencing - high productivity growth and a sustained
appreciation of the real exchange rate (the so-called Balassa-Samuelson ef-
fect). Using a dynamic stochastic general equilibrium model calibrated
for the Czech Republic, we show that the response of real variables to a
productivity-driven appreciation of the real exchange rate is largely inde-
pendent of the monetary policy regime. The economy experiences a con-
sumption boom, a surge in imports, and an increase in the production of
the non-traded good under both a fixed exchange rate and an inflation tar-
geting regime. Because the long-term productivity gain is anticipated, the
increase in consumption is financed through a large capital inflow.

The choice of monetary policy has important implications for the dynam-
ics of nominal variables: it allocates the productivity-driven real exchange
appreciation among an increase in the non-traded good price inflation and
an appreciation of the nominal exchange rate. Therefore, as it is well un-
derstood in the literature and in the policy debate (Buiter and Grafe [4],
Begg et al. [3]), new EU member countries could face a trade-off between
complying with the Maastricht inflation criterion and limiting movements
of the exchange rate against the euro, as required by membership in the
ERM-II.

Because of nominal rigidities different monetary policy regimes also im-
ply different costs in terms of real variables volatility over the business cycle.
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The general equilibrium framework allows us to compute the exchange rate-
inflation variance trade-off as a function of the monetary policy regime, and
evaluate the impact of the Balassa-Samuelson effect on the probability of
compliance with the EMU admission criteria. Under the assumption that
the monetary authority follows a Taylor rule, the inflation-output gap vari-
ance trade-off shifts relative to the case in which the Balassa-Samuelson
effect is not at work. This equilibrium variance effect has important conse-
quences for the choice of the exchange rate regime, making a fixed exchange
rate more costly in terms of output gap and inflation volatility over the
business cycle. We then analyze the business cycle implications of relaxing
either the exchange rate stability requirement or the Maastricht inflation
criterion. We conclude that allowing for a sustained appreciation of the
nominal exchange rate would reduce the volatility of both the output gap
and inflation.

The paper is organized as follows. Section 2 reviews the recent literature
on the Balassa-Samuelson effect. Section 3 describes the model. Section
4 discusses the parametrization. Section 5 examines the impact of a trend
appreciation of the real exchange rate under alternative monetary policies
and the implications for capital inflows. Section 6 describes the variance
trade-offs conditional on a Taylor rule. Section 7 concludes.

2 EMU Accession and the Balassa-Samuelson Ef-
fect

Faster productivity growth in new EU members relative to the EU can
produce a trend appreciation of the real exchange rate through the Balassa-
Samuelson effect (Balassa [2]). Most of the productivity gains during the
convergence to EU per-capita income levels are expected to show up in
the tradable good sector. Higher productivity translates into higher wages.
Assuming perfect labor mobility across sectors, wages in the non-tradable
sector have to rise to comply with wage equalization. Firms in the non-
tradable sector, facing relatively lower productivity gains, are then forced to
increase prices. The ratio of tradable to non-tradable prices PT

PN
, the internal

real exchange rate, will then decline (the so-called Baumol-Bowen effect). If
the Law of One Price holds for tradable goods, faster productivity growth
in the tradable sector relative to the EU translate into an appreciation of
the CPI-based real exchange rate EP∗

P , that is, a decrease in the nominal
exchange rate E adjusted for price level differences between domestic (P )
and foreign (P ∗) consumer price index (CPI).
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Empirical analysis of the Balassa-Samuelson effect in new EU member
countries and a discussion of the theoretical background can be found in
De Gregorio et al. [16], Canzoneri et al. [7], Cipriani [9], Arratibel et al.
[1], Csajbok and Csermely [14], Egert [21], Egert et al. [22], Cihak and
Holub [8], Nenovsky and Dimitrova [34], Fischer [24], Buiter and Grafe [4],
Pelkmans et al. [36] and Rogers [38] [39].

The literature estimates the tradable sector productivity growth differ-
ential between the euro area and new EU members to be between 1 and
4 percent, with most of the estimates above 2 percent. The trend appre-
ciation of the real exchange rate in many of these economies is extensively
documented, ranging in the 1992-1998 period from 25 percent in Hungary to
nearly 300 percent in Estonia and Latvia (De Broeck and Slok [15]). Figure
1 shows the behavior of relative productivity and real exchange rate in the
new EU members (excluding Cyprus and Malta) starting in 1996. Relative
productivity has been growing in all new EU members, indicating that the
process of catch-up is still ongoing, and the real exchange rate has been
appreciating steadily.

However, there is disagreement as to whether productivity growth dif-
ferentials can fully explain the often larger movements observed in real ex-
change rates (see Mihaljek [33]). Changes in the CPI-based real exchange
rate can be disaggregated into three components: (1) the ratio of the relative
price PT

PN
in the accession country relative to the euro area; (2) changes in

the tradable and non-tradable goods’ shares in the consumption basket; and
(3) the relative price of tradable goods in a common currency. Only move-
ments in the first component represent the Balassa-Samuelson effect. Egert
et al. [22] find that price level convergence in Central and Eastern European
countries is taking place, at least in part, through an increase in tradable
good prices. Clearly, if firms can price-discriminate across countries, the law
of one price for tradable goods will not hold (see Devereux and Engel [19]
for implications of local currency pricing in an open economy model, and
Canzoneri et al. [6] for empirical evidence in OECD economies). Coricelli
et al. [13], though, find evidence of a strong pass-through from nominal
exchange rates to domestic inflation in Hungary, Slovenia, Czech Republic
and Poland. Since many prices of tradable goods contain non-tradable com-
ponents, part of the increase in tradable good prices may also be accounted
for by the Balassa-Samuelson effect.

Additional issues that make accurate estimates of the Balassa-Samuelson
effect extremely difficult. The evolution of CPI-based real exchange rates
in transition economies is affected by price adjustments for quality improve-
ments, increases in the demand for tradable goods, the large share of food
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items and regulated prices in domestic CPI, and the possibility that ex-
change rates were largely undervalued in the early stages of the transition.

While the discussion in the literature focuses on the magnitude and con-
sequences of the Balassa-Samuelson effect, the quantitative analysis of its
implications for monetary policy choices is very limited. Until very recently,
only few estimated macroeconomic models for Central and Eastern Euro-
pean countries were available, mainly based on non-optimizing frameworks
(see Merlevede et al. [32]). Devereux [18] is the closest model to the one
developed in this paper, although the focus of his analysis is on the role of
terms of trade shocks in new EU members. Laxton and Pesenti [29] exam-
ine alternative Taylor rules in a general equilibrium model calibrated to the
Czech Republic. A modeling framework similar in spirit can also be found
in the exchange-rate based stabilization literature (e.g. Mendoza and Uribe
[31] and Uribe [42]).

3 The Model

We build a model of a small open economy along the lines of Obstfeld and
Rogoff [35], Devereux [17] [18], Devereux and Lane [20], Gali and Monacelli
[25]. Our goal is to develop a model that fits some important characteristics
of emerging market economies, including vulnerability to external shocks
through imported consumption goods, intermediate inputs and the foreign
component of capital goods, the dynamics of volatile capital inflows, and
rapid productivity growth.

The small open economy produces a non-tradable good (N) and a do-
mestic tradable good (H). The latter is also produced abroad and its price
is exogenously determined in the world market. Consumers work in both
production sectors. Their preferences are defined over a basket of tradable
(T ) and non-tradable (N) goods. The tradable good basket includes two
goods: a foreign good (F ), that must be imported, and the domestic good
(H). Consumers own the sector-specific capital and can save by holding real
money balances and domestic/foreign nominal bonds. Investment goods in
the H and N sectors are obtained by combining tradable goods H and F -
and the non-tradable good. However, shares and elasticities of substitution
of the investment aggregates are different from the consumption aggregate.
Given the structure of investment, an increase in capital in the H or N
sector requires an increase in production in both the H and N sectors. The
domestic tradable sector H uses domestic value added - a Cobb-Douglas ag-
gregate of labor and capital - and an imported intermediate input. Output
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in the N sector is obtained combining labor and capital. To introduce a role
for monetary policy, we assume nominal price-rigidities in the non-tradable
sector.

The model includes a high degree of differentiation between the tradable
and non-tradable production sector and a variety of channels through which
external shocks affect the domestic economy. Four distinguishing features
make the model appropriate for Central and Eastern European transition
economies. First, the domestic tradable good is both exported and con-
sumed by domestic households. In countries like the Czech Republic and
Hungary, the share of consumption in imported goods is, in fact, well be-
low 15 percent. Second, goods’ shares in the consumption and investment
baskets are different. The model can account for the fact that intermedi-
ate inputs and capital goods are the main components of total imports. In
the Czech Republic and Hungary, for example, intermediate goods are the
largest component of imports - above 50 percent - making these economies
potentially very exposed to external shocks. In addition, foreign goods enter
also the non-tradable sector production function through capital accumula-
tion, since investment goods are an aggregate of N, H and F goods. Third,
the model allows for different elasticities of substitution between T and N
goods and between H and F goods. Fourth, in order to analyze the impli-
cations of the Balassa-Samuelson effect for inflation and nominal exchange
rate, we introduce a technology shock that causes long-run excess produc-
tivity growth in the H sector relative to the N sector. The fact that the
shock generates expectations of a prolonged increase in the productivity
growth rate has important implications for the intertemporal allocation of
consumption and investment.

3.1 Consumption, Investment, and Price Composites

Household preferences are defined over the index Ct, a composite of non-
tradable and tradable good consumption, CN,t and CT,t respectively:

Ct =

·
(γcn)

1
ρcn (CN,t)

ρcn−1
ρcn + (1− γcn)

1
ρcn (CT,t)

ρcn−1
ρcn

¸ ρcn
ρcn−1

(1)

where 0 ≤ γcn ≤ 1 is the share of the N good and ρcn > 0 is the elasticity of
substitution between N and T goods. The tradable consumption good is a
composite of home and foreign tradable goods, CH,t and CF,t, respectively:

CT,t =

·
(γch)

1
ρch (CH,t)

ρch−1
ρch + (1− γch)

1
ρch (CF,t)

ρch−1
ρch

¸ ρch
ρch−1

(2)
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where 0 ≤ γch ≤ 1 is the share of the H good and ρch > 0 is the elasticity of
substitution between H and F goods. The non-tradable consumption good
N is an aggregate defined over a continuum of differentiated goods:

CN,t =

·Z 1

0
C

(−1
(

N,t (z)dz

¸ (
(−1

(3)

with ( > 1. Investment in the non-tradable and domestic tradable sector
is defined in a similar manner - a composite of N , H, and F goods. How-
ever, we assume that shares and elasticities may differ from those of the
consumption composites (the superscript J refers to the sector):

IJt =

·
(γin)

1
ρin

¡
IJN,t

¢ ρin−1
ρin + (1− γin)

1
ρin

¡
IJT,t
¢ ρin−1

ρin

¸ ρin
ρin−1

, J = N,H (4)

IJT,t =

·
(γih)

1
ρih

¡
IJH,t

¢ ρih−1
ρih + (1− γih)

1
ρih

¡
IJF,t
¢ ρih−1

ρih

¸ ρih
ρih−1

, J = N,H (5)

IJN,t =

·Z 1

0

¡
IJN,t

¢ (−1
( (z)dz

¸ (
(−1

(6)

Households’ demand functions imply that the composite good price in-
dices can be written as:

P c
t =

h
(γcn) (PN,t)

1−ρcn + (1− γcn)
¡
P c
T,t

¢1−ρcni 1
1−ρcn

P c
T,t =

h
(γch) (PH,t)

1−ρch + (1− γch) (PF,t)
1−ρch

i 1
1−ρch

PN,t =

·Z 1

0
P 1−(N,t (z)dz

¸ 1
1−(

where P c
t , P

c
T,t, and PN,t are the consumer price index (CPI), the price

index for T consumption goods, and the price index for N consumption
goods, respectively. Investment price indices (P i

t , P
i
T,t, and PN,t) can be

similarly obtained. The real exchange rate is then defined as qct =
P c
T,t

PN,t
.

3.2 Households

The preferences of the representative household are given by

U = Et

∞X
i=0

βi

logCt+i − c

¡
Hs
t+i

¢1+ηH
1 + ηH

+ χm

³
Mt+i

P c
t+i

´1−1/ζ
1− 1/ζ

 (7)
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where Hs
t is the labor supply

Hs
t = HN

t +HH
t (8)

ηH is the inverse of the labor supply elasticity, Mt
P c
t
are real money balances,

and ζ is the elasticity of substitution of real money balances.
Let WN

t (WH
t ) denote the nominal wage in the N (H) sector, et the

nominal exchange rate, Bt (B∗t ) holdings of discount bonds denominated in
domestic (foreign) currency, vt (v∗t ) the corresponding price, RN

t (RH
t ) the

real return to capital that is rented to firms in the N (H) sector, Πt nominal
profits from the ownership of firms in the monopolistically competitive N
sector, and Tt nominal government lump-sum taxes. The household’s budget
constraint is then given by

P c
t Ct + etB

∗
t v
∗
t +Btvt + P i

t I
N
t + P i

t I
H
t +Mt =WH

t HH
t +WN

t HN
t + (9)

etB
∗
t−1 +Bt−1 +Mt−1 + PN,tR

N
t K

N
t−1 + PH,tR

H
t K

H
t−1 +Πt − Tt

The household’s revenues come from supplying labor and renting capital
to firms in the N and H sectors, from holdings of domestic money and
domestic/foreign bonds, and from firms’ profits. These revenues are then
used to purchase consumption and investment goods, or saved in domestic
and foreign assets.

The household is assumed to maximize the inter-temporal utility func-
tion (7) subject to (1), (2), (3), (4), (5), (6), (8), (9), and the law of accu-
mulation of the capital stocks:

KN
t = Φ

Ã
INt
KN
t−1

!
KN
t−1 + (1− δ)KN

t−1 (10)

KH
t = Φ

Ã
IHt
KH
t−1

!
KH
t−1 + (1− δ)KH

t−1 (11)

We assume that capital, contrary to labor, is immobile across sectors. Cap-
ital accumulation incurs adjustment costs, with Φ0 (•) > 0 and Φ00 (•) < 0.

The solution to the household decision problem gives the following first
order conditions (FOCs):

Euler equation

λCt = βEt

½
λCt+1 (1 + it)

P c
t

P c
t+1

¾
(12)
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where λCt =
1
Ct
is the marginal utility of total consumption and (1 + it) =

1
vt
.

Uncovered interest parity condition

Et

½
λCt+1

P c
t

P c
t+1

·
(1 + it)− (1 + i∗t )

et+1
et

¸¾
= 0 (13)

Intra-temporal consumption allocations

CN,t =
γcn

1− γcn

µ
P c
T,t

PN,t

¶ρcn

CT,t ; CH,t =
γch

1− γch

µ
PF,t
PH,t

¶ρch

CF,t (14)

Labor supply

λCt
WN

t

P c
t

= c (Ht)
ηH ; λCt

WH
t

P c
t

= c (Ht)
ηH (15)

The labor supply optimality conditions imply that WN
t

P c
t
=

WH
t

P c
t
.

Inter-temporal investment choice

λCt
P i
t

P c
t

QJ
t = βEt{λCt+1

µ
PJ,t+1
P c
t+1

RJ
t+1

¶
+ λCt+1

P i
t+1

P c
t+1

QJ
t+1[Φ

Ã
IJt+1
KJ

t

!
(16)

−I
J
t+1

KJ
t

Φ0
Ã
IJt+1
KJ

t

!
+ (1− δ)]}, J is N,H

where QJ
t is Tobin’s Q and is defined as

QJ
t =

"
Φ0
Ã

IJt
KJ

t−1

!#−1
J = N,H (17)

Intra-temporal investment allocations;

IJN,t =
γin

1− γin

Ã
P i
T,t

PN,t

!ρin

IJT,t, J = N,H (18)

IJH,t =
γih

1− γih

µ
PF,t
PH,t

¶ρih

IJF,t, J = N,H (19)

Since we restrict our attention to monetary regimes where either the
nominal exchange rate or the nominal interest rate is the policy instrument,
money demand plays no role other than pinning down the nominal money
stock. We therefore omit the FOC for real money balances.
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3.3 Firms

3.3.1 Non-tradable (N) Sector

The non-tradable sector is populated by a continuum of monopolistically
competitive firms owned by households. Each firm z ∈ [0, 1] combines labor
and capital according to the production function:

YN,t(z) = AN
t [K

N
t−1(z)]

αn
£
HN
t (z)

¤1−αn (20)

AN
t is an exogenous productivity shock. Cost minimization gives the stan-
dard factor demands:

WN
t

PN,t
=MCN

t (z) [1− αn]
YN,t(z)

HN
t (z)

(21)

RN
t =MCN

t (z)αn
YN,t(z)

KN
t−1(z)

(22)

where MCN
t (z) is the real marginal cost for firm z.

Given the first order conditions (21), (22) and the aggregate demand

schedule YN,t(z) =
h
PN,t(z)
PN,t

i−(
YN,t firm z maximizes expected discounted

profits by choosing the optimal price PN,t(z). We assume a Calvo [5] pricing
rule, with (1 − ϑ) being the probability of being able to reset the price
in each period. Aggregation over firms and log-linear approximation gives
a widely-used forward-looking price adjustment equation for non-tradable
good inflation1.

3.3.2 Domestic Tradable (H) Sector

The tradable good H is produced both at home and abroad in a perfectly
competitive environment, where the Law of One Price holds:

PH,t = etP
∗
H,t (23)

where P ∗H,t follows an exogenous stochastic process. Domestic producers
combine an imported intermediate good, XM,t, and domestic value added,
VH,t, according to the production function:

YH,t =

·
(γv)

1
ρv (VH,t)

ρv−1
ρv + (1− γv)

1
ρv (XM,t)

ρv−1
ρv

¸ ρv
ρv−1

(24)

1The aggregate log-linear inflation equation is given by πN,t = λmcNt +
βEtπN,t+1 where λ =

(1−ϑ)(1−βϑ)
ϑ (see Gali and Monacelli [25]).
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Domestic value added is produced using labor and sector-specific capital as
inputs:

VH,t = AH
t

¡
KH

t−1
¢αh ¡HH

t

¢1−αh (25)

where AH
t is an exogenous productivity shock.

Cost minimization gives the factor demands:

WH
t

PH,t
= (1− αh) (γv)

1
ρv

VH,t

HH
t

µ
YH,t

VH,t

¶ 1
ρv

(26)

RH
t = αh (γv)

1
ρv

VH,t

KH
t−1

µ
YH,t

VH,t

¶ 1
ρv

(27)

PM,t

PH,t
= (1− γv)

1
ρv

µ
YH,t

XM,t

¶ 1
ρv

(28)

PM,t is the domestic currency price of the imported intermediate good.

3.4 Foreign Sector

The Law of One Price is assumed to hold for foreign goods F and M :

PF,t = etP
∗
F,t (29)

PM,t = etP
∗
M,t (30)

P ∗F,t and P ∗M,t follow exogenous stochastic processes.
Following Schmitt-Grohe and Uribe [40] the nominal interest rate at

which households can borrow internationally is given by the exogenous world
interest rate ı̃∗ plus a premium, which is assumed to be increasing in the
real value of the country’s stock of foreign debt:

(1 + i∗t ) = (1 + ı̃∗t )g(−BH,t) (31)

where BH,t =
etB∗t
PH,t

and g(·) is a positive, increasing function. Eq. (31)
ensures the stationarity of the model.

3.5 Government Budget Constraint

We assume government expenditures in H and N goods, GH,t and GN,t,
follow an exogenous stochastic process and are financed by lump-sum taxes
and money creation. The government is required to balance the budget at
every point in time, i.e.

PH,tGH,t + PN,tGN,t =Mt −Mt−1 + Tt (32)
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3.6 Monetary Policy

The domestic monetary authority follows an open-economy version of the
Taylor rule: ¡

1 + it
¢

(1 + iss)
=

µ
1 + πt
1 + πss

¶ωπ µ et
ess

¶ωe

(33)

where ωπ, ωe ≥ 0 are the feedback coefficients to CPI inflation and nominal
exchange rate, respectively. Here it is the target short-term interest rate, πt
is CPI inflation at time t, and iss, πss, and ess are the steady state values
of the interest rate, CPI inflation and nominal exchange rate.

The choice of the parameters ωπ and ωe allows us to specify alternative
monetary policies. ωπ > 0 implies that the Central Bank is responding
to positive deviations of CPI inflation from the target. ωe > 0 indicates
that the central bank is engaging in exchange rate management by reacting
to deviations of et from the target level of ess. The higher the feedback
parameters, the more aggressively the Central Bank is responding to such
deviations. A fixed exchange rate regime can be expressed as the limiting
case ωe → ∞. While Taylor rules including the output gap among the
feedback variables could be welfare-improving, we focus on policy rules of
the form (33) since the EMU accession criteria force the policy-maker to
face an explicit trade-off between the objectives of inflation and exchange
rate stabilization.

We also assume interest rate smoothing, so that the domestic short-term
interest rate at time t is equal to

(1 + it) =
£¡
1 + it

¢¤(1−χ)
[(1 + it−1)]χ εmp

t (34)

where χ ∈ [0, 1) is the degree of smoothing and εmp
t is an exogenous shock

to monetary policy.

3.7 Market Clearing

The resource constraint in the non-tradable and domestic tradable sector is
given by

YN,t = CN,t + INN,t + IHN,t +GN,t (35)

YH,t = ABH,t + C∗H,t (36)

ABH,t = CH,t + INH,t + IHH,t +GH,t (37)

where ABH,t is domestic absorption and C∗H,t are net exports of the H good.
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The trade balance, expressed in units of good H, can be written as

NXH,t = C∗H,t −
PF,t
PH,t

¡
CF,t + INF,t + IHF,t

¢− PM,t

PH,t
XM,t (38)

Assuming that domestic bonds are in zero net supply, the current account
(in nominal terms) reads as

etB
∗
t =

¡
1 + i∗t−1

¢
etB

∗
t−1 + PH,tNXH,t (39)

Finally, labor market clearing requires

Hd
t = HN

t +HH
t = Hs

t (40)

4 Model Parametrization

The model is solved by finding the Rational Expectations Equilibrium of
the log-linear approximation around the steady state. All variables in the
solution are expressed as log-deviations from the steady state, except for
NXt and B∗t , which are expressed in percentage of steady state tradable
good output YH . Exogenous variables follow AR(1) processes. The model is
calibrated on quarterly data for the Czech Republic. Details on data sources
are contained in the Statisitical Appendix.

4.1 Preferences

The quarterly discount factor β is set equal to 0.99, which implies a steady
state real world interest rate of 4 percent in a steady state with zero in-
flation. We set the elasticity of labor supply equal to 1

2 , and the ratio of
average hours worked relative to total hours equal to 1

3 . The elasticity of
substitution between tradable and non-tradable goods in the consumption
index, ρcn, is taken from Stockman and Tesar [41] and set equal to 0.5. The
elasticity of substitution between foreign and domestic goods in the trad-
able consumption index, ρch, is set equal to 1.5 following the international
RBC literature. The share of non-tradable goods in total consumption, γcn,
is 0.45. This corresponds to the weight of non-tradable goods in the Czech
Republic CPI. Combined with the relevant technology parameters, the share
of domestic goods in the tradable consumption index, γch, is chosen such
that the consumption-to-GDP ratio matches the average ratio over the pe-
riod 1990-2001 - about 0.52.
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4.2 Technology

We assume there are no capital adjustment costs in steady state. The elas-
ticity of Tobin’s Q with respect to the investment-capital ratio is taken to
be 0.5. The quarterly depreciation rate of capital, δ, is assigned the con-
ventional value of 0.025. Given the lack of empirical evidence on transition
economies’ labor shares in the two sectors, we follow Cooks and Devereux
[12] and assume that the tradable sector is more capital-intensive than the
non-tradable sector, setting αh = 0.67 and αn = 0.33. In the absence of a di-
rect estimate for the Czech Republic, we follow standard estimates for OECD
countries and choose a steady state mark-up in the non-tradable sector equal
to 1.1. The elasticity of substitution ρv between the imported intermediate
good XM,t and domestic value added VH,t is set equal to 0.5. Even though
we don’t have an estimate for this parameter, we think it is reasonable to
assume a low value, given the trade structure of the Czech Republic. The
elasticity of substitution between tradable and non-tradable goods in total
investment, ρin, and the elasticity of substitution between foreign and do-
mestic goods in the tradable component of investment, ρih, are assigned the
same values of the corresponding consumption indexes. The share of non-
tradable goods in the investment index IJt , γin, is chosen such that the ratio
of investment to GDP is roughly 0.3 and the share of non-tradable goods
to GDP is 0.56 - based on our estimates for the Czech Republic. The share
of domestic goods in the tradable component of investment, γih, and the
share of domestic value added in the domestic tradable sector, γv, are cho-
sen such that, in a balanced-trade steady state with unitary terms of trade,
the commodity composition of imports matches, as close as possible, the
available data for the Czech Republic. The price-adjustment speed in the
non-tradable sector is assumed to be slower than in the US, and on the up-
per end of estimates for European countries reported by Clarida et al. [10],
a choice prompted also by the larger share of government-regulated prices
in transition economies. The unconditional probability ϑ of non-adjusting
prices in any period is set equal to 0.85.

4.3 Government Sector

The steady state ratio of government expenditure to output, GJ
YJ
, for J =

H,N , is assumed to be equal to 10 percent.
We consider three alternative exchange rate regimes: (1) Fixed exchange

rate, by setting an arbitrary large value to ωe; (2) CPI inflation targeting2,
2We refer to inflation-based instrument policy rules as inflation targeting monetary
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by setting ωπ = 2; (3) CPI inflation targeting with managed exchange rate,
by setting ωπ = 2 and ωe > 0. The interest rate smoothing parameter
is assigned the value of 0.8. These values are consistent with estimates of
inflation-based Taylor rules for OECD open economies (see Ravenna [37]
and Clarida et al. [11]).

5 General EquilibriumConsequences of the Balassa-
Samuelson Effect

In this section we investigate the consequences of a persistent increase in
the tradable sector productivity growth rate in the small open economy.
The Balassa-Samuelson (B-S) shock is constructed as follows. We assume
that the relative productivity of the tradable sector (AH/AN )t grows at de-
creasing rates for 10 years, until it reaches a new stationary level. Over the
10 years, the average growth rate of the sectoral productivity differential is
2.65 percent per year3. No other productivity shock affects the economy in
subsequent periods: the initial shock at t = 0 generates the entire dynam-
ics, which is anticipated by the forward-looking agents from t = 1 onward.
Without loss of generality, we assume that there is no productivity growth
differential in the non-tradable sector between the euro area and the new
EU members.

5.1 Fixed vs Floating Exchange Rate Regimes

Figure 2 shows the impact of the B-S shock under two alternative regimes.
Consider a fixed exchange rate first. Productivity gains in the domestic
tradable sector generate a large appreciation of the real exchange rate. The
shock implies an initial surge in non-tradable inflation - as the steady pro-
ductivity growth is anticipated after time 0 - and in the CPI inflation rate.
Since the nominal exchange rate is fixed, CPI inflation rises well beyond the
inflation criterion limit. In the following periods, the inflation rate decreases
slowly (due to price stickiness) to a long-term level of about 2 percent. The
B-S effect requires that the relative price of tradable to non-tradable goods
decreases - i.e., the real exchange rate appreciates - according to the rela-
tive productivity in the two sectors. Since the price of the tradable good is

regimes. However, there is considerable controversy about the operational definition of
inflation targeting.

3The implicit assumption is that the 2.65 percent productivity growth is relative to
a zero-growth in the Euro area. We can always re-interpret this as excess productivity
growth relative to the Euro area.

15



determined in the world market and the nominal exchange rate is fixed, this
can only be achieved via a steady increase in the price of the non-tradable
goods. This explains the long-term impact of the shock on the CPI inflation,
which lasts for as long as the relative productivity of the tradable sector is
increasing.

The rise in tradable good consumption is financed from abroad, as shown
by the initial drop in the production of good H and by the growing foreign
indebtedness. This is an important feature of the model, as new EU mem-
bers have experienced a consumption boom and are running substantial
current account deficits. Given the low degree of intra-temporal substitu-
tion, both tradable and non-tradable good consumption rise, even though
the price of non-tradable goods is higher. Output in the non-tradable sector
grows, driven by the boom in aggregate demand. Output in the domestic
tradable sector, after an initial drop, starts growing to take advantage of
the increased productivity. Two features of the model explain this pattern.
First, intra-temporal substitutability between tradables and non-tradables
is limited. Households can increase their total consumption by shifting re-
sources to the non-tradable sector and by importing the tradable good. In a
model where they could not import the H good, they would have to increase
production of both goods. Second, productivity in the tradable sector is ex-
pected to grow. Households can safely accumulate foreign debt to increase
consumption today and repay the debt in the future, since the cost of good
H will decrease over time relative to non tradable goods.

Consider now a flexible exchange rate regime. The figure shows the case
of a policy-maker targeting CPI inflation (with ωπ = 2 and ωe = 0). Since
the nominal exchange rate is now allowed to appreciate, the initial effect on
CPI inflation is negative, driven by a drop in the tradable component of CPI
inflation and a smaller increase in the non-tradable component. The long-
term inflation rate is positive but smaller than under a fixed exchange rate4.
The burden of the real appreciation is carried by the nominal exchange rate:
after two years it has appreciated by approximately 10 percent. Relative
to the fixed exchange rate regime, the initial reduction of the real interest
rate is smaller. The output increase in the non-tradable sector is reduced

4The impulse response shows the deviation from the steady state inflation rate, which
we assume equal to the Euro area inflation rate. Since the nominal exchange rate in
this regime is completely flexible - i.e., the economy can have a steady state nominal
appreciation against the foreign currency - the policy maker could effectively choose any
steady state inflation by changing his steady state money supply policy. This is not the
case whenever the nominal exchange rate is managed, since that would require stationarity
in the level of the exchange rate rather than in the depreciation/appreciation rate.
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by over 40 percent. Since large price hikes in the non-tradable sector call
for a contractionary policy in the inflation targeting regime, in equilibrium
firms contain price inflation. The decrease in mark-ups associated with price
inflation is smaller than under an exchange rate peg, and limits demand for
the non-traded good. The import increase is larger though, so that the drop
in consumption is smaller than the drop in production. After few quarters,
however, the difference the response of consumption and output under the
two policy regimes has disappeared.

5.2 Balassa-Samuelson Effect and Capital Inflows

The literature on EU enlargement often raises concerns about (excessive)
capital inflows, which might expose new EU members to potentially large
and dangerous capital flow reversals (Begg et al. [3]). Large capital inflows
in countries expected to join the EMU are encouraged by the liberalization
of capital markets, expectations of exchange rate appreciation, and interest
rates declining to EU levels (the so-called convergence play). We argue that
the largest share of capital inflows is related to the productivity catch-up
process, and therefore less sensitive to shorter-term factors such as perceived
changes in the riskiness of investing in new EU member countries.

To replicate the convergence play in our model economy, we consider a
temporary but persistent unanticipated one hundred basis points reduction
in the foreign interest rate - a shock that can be interpreted as a reduc-
tion in the country sovereign risk premium (see Devereux [18]). Figure 3
shows the dynamics of the economy for two different policies. In the case
of a fixed exchange rate regime, the economy starts borrowing from abroad
and the real exchange rate appreciates. As the nominal exchange rate is
prevented from appreciating and the domestic nominal interest rate falls,
nominal price rigidities causes a large drop in the real interest rate, fueling
a rise in consumption and investment. Output in the non-tradable sector
increases, generating persistent but low inflation in the initial six quarters.
On the contrary, output in the domestic tradable sector drops. As in the
case of a persistent productivity shock, consumption smoothing behavior
explains this dynamics5.

5The domestic nominal interest rate, after 5 years, has risen nearly all the way back
to the steady state level. The corresponding foreign interest rate reverts more slowly.
The difference between the two - which are expected to behave symmetrically in a fixed
exchange rate regime - stems from the presence of an endogenous risk premium, described
in eq. (31). We assume that, for a 10 percent increase in the ratio of net foreign debt to
steady state GDP, the interest rate at which domestic agents can borrow abroad increases
by 0.4 percent, a conservative figure for emerging countries.
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If the central bank adopts the CPI inflation targeting rule previously
described (with ωπc = 2 and ωe = 0), the nominal exchange rate appreciates
together with the real exchange rate. Figure 3 shows that CPI inflation
drops, as both the tradable and the non-tradable inflation are lower. The
real interest rate drops by much less than under the fixed exchange rate case.
The increase in consumption and investment is therefore less pronounced.

Compare now the capital inflows generated by the reduction in the risk
premium with the inflows linked to the B-S effect. Regardless of the ex-
change rate regime, after one year the productivity-driven inflows are about
eight times larger. Moreover, while the inflows related to a lower risk pre-
mium reach a peak shortly afterwards, the inflows related to the B-S effect
continue to grow, due to the ”long-term” nature of the shock.

Is there evidence of a similar pattern in the Czech Republic? Figure
4 shows the composition of capital flows for the period 1994-2001. Net
direct investment surged after 1997 and has been since the main component
of capital flows. Net portfolio investment and other investment appear to
be more volatile but much smaller. Net equity capital, the less volatile
component of net direct investment, represents around eighty percent of the
total.

6 Policy Choices and Compliance with EMU Ad-
mission Criteria

The previous section showed that monetary policy can influence the allo-
cation of the real exchange rate appreciation due to the Balassa-Samuelson
effect between CPI inflation and nominal exchange rate appreciation. Re-
cent proposals to change the EMU admission criteria to accommodate the
Balassa-Samuelson effect have focused on this trade-off.

Buiter and Grafe [4], for example, suggest re-defining the Maastricht
inflation criterion in terms of a basket of tradable goods in order to take
into account the Balassa-Samuelson-induced CPI differential. In our model
the Law of One Price, eq. (23), implies that the (log-linear) tradable good
inflation differential, (πT − π∗T ), is equal to the rate of depreciation of the
nominal exchange rate, ∆et. Any inflation criterion specified in terms of
tradable good inflation is, in fact, an exchange rate criterion.

This debate neglects the fact that, in the presence of nominal rigidities,
the choice of monetary policy affects the volatility of real variables in re-
sponse to all the exogenous shocks driving the dynamics of the economy
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over the business cycle. In this section, we compare alternative simple Tay-
lor rules by deriving the inflation/exchange rate and inflation/output gap
variance trade-offs conditional on all domestic and foreign shocks.

We obtain three results. First, we offer a quantitative evaluation of how
much the B-S effect reduces the probability of complying with the EMU ac-
cession requirements. Second, the B-S effect has important consequences for
business cycle volatility. This, in turn, affects the choice of the optimizing
policy maker and the constraints imposed on his choice by the Maastricht
criteria. Third, we evaluate the consequences of modifying the EMU acces-
sion criteria for the policy choice of new EU member countries.

6.1 Parametrization of Exogenous Shocks

To calculate the variance trade-offs we need to make assumptions about the
shocks that drive the dynamics of the economy and their forcing processes.
Examples of dynamic stochastic general equilibrium models calibrated on
Eastern European countries are scarce (Mahadeva and Smidkova [30]). Two
issues arise that are specific to formerly-planned economies. First, the span
of data available to calibrate the model is very short - these countries left the
Soviet bloc after 1990, and some did not even exist before that date. Second,
using data from the early 1990s is likely to lead to spurious results, since
that is the time when these countries underwent a transition toward market
economy institutions. The business cycle behavior, as measured since the
early 1990s, is therefore unlikely to be representative of the future dynamics
of these economies.

Given these caveats, we estimate the stochastic processes driving the
model using post-1994 data, when possible. When this is not possible, we
calibrate the shocks by evaluating the fit of the moments of the model’s
moments, as common in the Real Business Cycle literature.

Table 1 reports the standard deviations and autocorrelations of the ex-
ogenous shocks. The values for the tradable and non-tradable sector pro-
ductivity are calibrated and are within reasonable bounds of the values used
in RBC models. We assume that the entire government demand is for goods
produced in the non-tradable sector. The policy rule implies a strong de-
gree of interest rate smoothing, as found in most estimates of policy rules
for OECD economies. The Central Bank is assumed to react to deviations
of current inflation and exchange rate from their steady state values. All
other exogenous shocks processes are estimated from the data.

Table 2 compares the second moments of the model with the values
obtained from the data. A second column, for comparison purposes, shows
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averages for Japan, Germany, UK, three OECD open economies, over the
post-Bretton Woods period. The model performs remarkably well in terms
of volatilities while lacks in some dimensions in matching cross-correlations
across variables in the economy. The volatility of real variables matches
closely the Czech data. As expected, it is much harder to match sectoral
volatilities. Contemporaneous correlation with domestic output is weaker in
the model than in the data for the nominal and real exchange rate, and for
net exports. This discrepancy may be explained by the fact that the real
GDP in the model is evaluated at consumer rather than producer prices.
Correlation between output and consumption, investment and inflation rate
is instead very close to the data.

6.2 Policy Choices and Productivity Growth

The first issue we are interested in is whether trend productivity growth af-
fects the inflation/exchange rate trade-off. The previous section has already
shown that, depending on the degree of nominal exchange rate flexibility,
either the inflation rate will be high or the nominal exchange rate appre-
ciation will be large. We therefore expect a country experiencing the B-S
effect to face a higher unconditional variance in either the inflation rate or
the nominal exchange rate. Figure 5 confirms this intuition. The plot shows
the quarterly inflation/nominal exchange rate variance trade-off given the
log-linear policy rule:

it = χit−1 + (1− χ)[ωππt + ωeet] (41)

for values of the feedback coefficient ωe ∈ [700, 0.01]. This range includes
policy rules that keep the exchange rate virtually fixed at the steady state
value and policy rules that allow a very high volatility of the exchange rate
while targeting aggressively the inflation rate. The interest-smoothing co-
efficient χ is set equal to 0.8. We allow for a high value of the inflation
feedback coefficient ωπ = 3.5 to prevent the weight of the exchange rate
objective from driving monetary policy for all but the smallest values of ωe.
The dotted line plots the standard case - i.e., without the B-S shock. The
solid line plots the variance trade-off under the assumptions that produc-
tivity growth in the tradable sector is higher by an average of 2.65 percent
per annum over the 10 year period of the simulation and the steady state
inflation rate is equal to the EU average.

Since the shocks are normally distributed, we can compute the implied
probability that a variable falls within a given interval as a function of the
variance of the variable itself. The left-most vertical line corresponds to the
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variance of et that guarantees that the nominal exchange rate is within a
±2.25 percent band in any quarter with a 95 percent probability 6. Any
policy rule that generates a lower variance of et - points along the dotted
line to the left of the vertical probability boundary - keeps the exchange rate
within the band with a probability equal or higher than 95 percent. ERM-
II membership requires that the exchange rate stay within a ±15 percent
band around the central parity. However, to comply with the ’exchange rate
stability’ admission criterion EMU accession countries are expected to keep
the exchange rate within a narrower ±2.25 percent band for a period of two
years7. The second vertical line has to its left all combinations of standard
deviation (σe, σπ) - attainable by a policy maker that follows the rule (41)
- that satisfy the ERM-II requirement in any quarter with a 95 percent
probability. Below the horizontal boundary line lay all points (σe, σπ) that,
with 86 percent probability, give a quarterly inflation rate differential with
the EMU lower than 1 percent - a conservative target for a policy-maker
trying to achieve a yearly inflation rate differential smaller than 1.5 percent8.

For a policy maker adopting the rule defined in (41), the plots show
that there exists a range of policies allowing the economy to comply with
the EMU accession requirements with a high probability. However, in the
presence of B-S effect, the variance trade-off shifts to the right and there
is no policy allowing the economy to meet the ERM-II criterion and the
Maastricht inflation criterion at the same probability level as in the standard
case. Assume, in fact, that the policy maker aims at meeting the ERM-II
criterion in any quarter with at least 95 percent probability. Then the 86
percent probability boundary shows that the combination (σe, σπ) attainable
by any such policy implies a probability of a quarterly CPI inflation in excess
of 1 percent not lower than 14 percent9. Alternatively, any policy that

6The corresponding probability that the exchange rate is within the band in all
quarters over the required period of two years will be lower, and can be derived as
Pr(et ∈ [−2.5%,+2.5%]) ∗Pr(et+1 ∈ [−2.5%,+2.5%]|et ∈ [−2.5%,+2.5%]) ∗ ...up to t+7.

7Appreciation (but not depreciation) within the wider band was deemed acceptable for
past entrants in the EMU. At this stage, which interpretation of the Maastricht Treaty
will prevail remains an open question. See Kenen and Meade [27] for details.

8 In building the inflation rate differential variable, we assume that tradable goods
produced in the candidate country are a negligible fraction of the EMU consumption
basket, as common in small open economy models (see Gali and Monacelli [25]), and set
π∗EMU equal to its steady state value. An alternative assumption is to set π

∗
EMU = απ∗F

where α is the weight of tradable goods in the EMU CPI. For any value of α, the results
reported are strenghtened.

9The probability level for the variance boundaries drawn on the picture will actually be
lower in the Balassa-Samuelson case. The Balassa-Samuelson shock generates a persistent
drop (appreciation) in the real exchange rate PT /PN . Therefore the distribution of CPI
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guarantees a higher ex-ante probability of meeting the inflation criterion
implies that the probability of meeting the ERM-II criterion in any quarter
is lower than 95 percent. Note also that, even in the absence of the B-S
effect, no policy would allow the economy to meet the Maastricht inflation
criterion and keep the exchange rate within the narrower ±2.25 percent band
against the euro with a very high probability.

What are the implications of different monetary policies for the infla-
tion/output gap trade-off? Figure 6 shows the inflation/output gap vari-
ance trade-off corresponding to the conditional policy frontiers shown in
figure 5. A more flexible exchange rate is able to deliver both lower inflation
and a lower output gap - measured as the distance between output and the
flexible-price potential output. In the B-S case, the gain from exchange rate
flexibility is even larger. Compare, for example, points A-A’, B-B’, and C-
C’. The extra cost in terms of inflation and output gap volatility due to the
B-S effect becomes larger as ωe increases and the exchange rate volatility
gets smaller. The probability boundaries - to the right of which are attain-
able combinations (σygap , σπ) that guarantee, with 95 percent probability,
a given volatility of the exchange rate conditional on the Taylor rule - get
further and further to the right relative to the standard case. Relative to the
±15 percent band, complying with the ±2.5 percent band increases output
gap and inflation volatility by respectively 52% and 30% in the B-S case,
but only by 35% and 22% in the standard case.

A ±15 percent band for the exchange rate offers a superior economic per-
formance - under the assumption that an optimizing policy maker prefers
regimes that minimize both output gap and inflation rate fluctuations. But
we know from figure 5 that if the B-S effect is at work, any point in fig-
ure 6 to the right of the ±15 percent volatility boundary does not satisfy
the Maastricht inflation criterion with a probability of at least 16 percent
(conditional on the Taylor rule (41)).

Proposals to adapt the EMU requirements to the rapid productivity
growth of new EU members suggest relaxing either the exchange rate stabil-
ity requirement or the Maastricht inflation criterion (see Buiter and Grafe
[4]). Figure 7 compares the inflation/output gap trade-off generated by two
alternative families of policy rules. Either policy implies a violation of one
of the nominal convergence criteria.

The solid line plots the variance trade-off for the Taylor rule (41) as a

inflation (exchange rate) will have a positive (negative) skew relative to the Gaussian, and
more probability mass for positive (negative) values of the variable. The probability level
is then only an upper bound in the Balassa-Samuelson case.
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function of ωe. We showed, in figure 5, that this rule violates the inflation
criterion with a probability of at least 14%. Relaxing the inflation criterion
allows the policy-maker to choose any point to the right of the probability
boundary and still have a reasonable expectation to meet the exchange rate
requirement. How does this result compare with relaxing the exchange rate
criterion? A possible amendment to the EMU convergence criteria would
be to set a target in terms of inflation rate and nominal exchange rate
depreciation/appreciation. The dashed line draws the variance trade-off for
an instrument rule formulated in terms of rate of change, rather than levels,
of the nominal exchange rate:

it = χit−1 + (1− χ)[ωππt + ωe∆et] (42)

for ωπ = [2.5, 3, 3.5]. While any of these rules delivers a larger volatility
in the exchange rate, establishing limits for the rate of nominal apprecia-
tion/depreciation would still rule out a number of non-virtuous monetary
policies during the accession phase. It would offer countries a meaningful
choice on how to allocate the trend appreciation of the real exchange rate
between inflation and exchange rate movements.

Many points on these trade-off plots imply a lower volatility of both
output gap and inflation relative to the outcome of the policy rule (41).
Thus, within the family of policy rules examined, any modification that
relaxes the exchange rate stability requirement delivers a better economic
performance. For example, compare a rule that meets the ±15 percent band
requirement along the solid line with the exchange rate depreciation target
rule for ωπ = 2.5. Pegging the exchange rate requires at least a 28 percent
increase in inflation volatility for given output gap volatility.

7 Conclusion

Integrating Central and Eastern European transition economies into the
euro area presents a number of challenges. This paper examines the choice
of exchange rate regime during the process of accession to the EMU. Using
a dynamic stochastic general equilibrium model, we discuss the implications
of the Balassa-Samuelson effect under alternative exchange rate regimes,
analyze its impact on capital flows, and evaluate alternative policy rules in
terms of the volatility of the economy over the business cycle.

The main results can be summarized as follows. First, excess productiv-
ity growth relative to the EU generates a consumption boom, and a surge
in imports and in the production of the non-traded good under both a fixed

23



exchange rate and an inflation targeting regime. The increase in consump-
tion is sustained by a large capital inflow, about eight times larger than the
capital inflow associated with a 1% drop in the country risk premium.

Second, we show that, conditional on monetary policy being conducted
according to a Taylor rule, sectoral productivity growth differentials shift the
output gap/inflation variance trade-off and increase the cost of managing the
exchange rate in terms of inflation or output gap volatility. The Balassa-
Samuelson effect lowers considerably the probability of complying with the
current EMU admission criteria.

Third, we show that policy rules that allow for more exchange rate flexi-
bility than the current stability requirement lower the volatility of the econ-
omy in terms of both the inflation rate and the output gap. Alternative
entry paths into the EMU proposed for new EU members, such as an eas-
ing of the Maastricht inflation rate criterion, do not take into account the
implied cost in terms of larger business cycle volatility. Setting nominal
admission criteria in terms of inflation and exchange rate depreciation rate
lowers this cost and can still accommodate the Balassa-Samuelson effect.

This result deserves further investigation. Ideally, we would like to know
which EMU admission criteria are consistent with nominal convergence with-
out constraining prospective EMU members to welfare-dominated monetary
regimes. However, answering this question requires the computation of op-
timal monetary policy frontiers and an appropriate utility-based quadratic
loss function, which is beyond the scope of this paper.

Our analysis captures the costs resulting from business-cycle volatility
under alternative, fully credible policy rules. However, some countries might
benefit from the credibility gain of fixing their exchange rate or unilaterally
adopting the euro before entry into the EMU. They might, in fact, lack the
credibility to conduct monetary policy without an external anchor. In addi-
tion, some of the benefits from joining the currency area (such as increased
trade or FDI, lower transaction costs and a reduction in the foreign interest
rate premium) could be brought forward by fixing the exchange rate as soon
as possible. These benefits might well outweigh the welfare cost highlighted
in our analysis for countries that choose to manage the external value of
their currency.

References

[1] Arratibel, O., Rodriguez-Palenzuela, D. and Thimann, C., (2002), ’In-
flation dynamics and dual inflation in accession countries: a New Key-

24



nesian perspective’, ECB Working Paper 132.

[2] Balassa, B., (1964), ’The purchasing power parity doctrine: a reap-
praisal’, Journal of Political Economy, 72: 684-596.

[3] Begg, D., Eichengreen, B., Halpern, L., von Hagen, J., and Wyplosz,
C., (2003), ’Sustainable regimes of capital movements in accession coun-
tries’, CEPR Policy Paper No. 10.

[4] Buiter, W. and Grafe, C., (2002), ’Anchor, float or abandon ship: ex-
change rate regimes for accession countries”, CEPR Discussion Paper
No. 3184.

[5] Calvo, G., (1983), ’Staggered prices in a utility-maximizing framework’,
Journal of Monetary Economics 12: 383-398.

[6] Canzoneri, M., Cumby, R. and Diba, B., (1999), ”Relative labor pro-
ductivity and the real exchange rate in the long run: evidence for a panel
of OECD countries”, Journal of International Economics, 47: 245-266.

[7] Canzoneri, M., Cumby, R., Diba, B. and Eudey G., (2001), ”Productiv-
ity trends in Europe: Implications for real exchange rates, real interest
rates and inflation”, Georgetown University, mimeo.

[8] Cihak, M. and Holub, T., (2001), ’Convergence in relative prices and
inflation in central and eastern Europe’, IMF WP 01/124.

[9] Cipriani, M., (2001), ”The Balassa-Samuelson effect in transition
economies’, New York University, mimeo.

[10] Clarida, R., Gali, J. and Gertler, M., (2003), ’Erratum to European
Inflation Dyanmics’, European Economic Review 47: 759-761.

[11] - (1998), ’Monetary policy in practice: some international evidence’,
European Economic Review 42: 1033-1067.

[12] Cook, D. and Devereux, M., (2003), ’Accounting for the East Asian
crisis: a quantitative model of capital outflows in a small open economy’,
mimeo, University of British Columbia.

[13] Coricelli, F., Bostjan, J. and Masten, I., (2003), ’Exchange Rate pass
through in candidate countries’, CEPR Discussion Paper 3894..

25



[14] Csajbok, A. and Csermely, A., (2002), ’Adopting the euro in Hungary:
expected costs, benefits and timing’, National Bank of Hungary Occa-
sional Papers 24.

[15] De Broek, M. and Slok, T., (2001), ’Interpreting real exchange rate
movements in transition countries’, IMF WP 01/56.

[16] De Gregorio, J., Giovannini, A. and Wolf, H., (1994), ’International
evidence on tradables and non-tradable inflation’, European Economic
Review 38: 1225-1244.

[17] Devereux, M., (2001), ’Monetary policy, exchange rate flexibility and
exchange rate pass-through’, in Revisiting the Case for Flexible Ex-
change Rate, Bank of Canada.

[18] - (2003), ’A macroeconomic analysis of EU accession under alternative
monetary policies’, Journal of Common Market studies, forthcoming.

[19] Devereux, M. and Engle, Charles, (2002), ’Exchange Rate Pass-
Through, Exchange Rate Volatility, and Exchange Rate Disconnect’,
Journal of Monetary Economics 49: 913-940.

[20] Devereux, M. and Lane, P., (2003), ’Exchange rates and monetary pol-
icy in emerging market economies’, mimeo.

[21] Egert, B., (2002), ’Estimating the impact of the Balassa-Samuelson
effect on inflation and the real exchange rate during the transition’,
Economic Systems 26: 1-16.

[22] - , Drine, I., Lommatzsch, K. and Rault, C., (2002), ’The Balassa-
Samuelson effect in Central and Eastern Europe: mith or reality?’,
William Davidson WP 483.

[23] European Central Bank, (2004), ’The Acceding Countries Strategies
towards ERM II and the ADoption of the Euro: an Analytical Review’,
ECB Occasional Papers 10.

[24] Fischer, C., (2002), ’Real currency appreciation in accession countries:
Balassa-Samuelson and Investment demand’, BOFIT Discussion Papers
8.

[25] Gali, J. and Monacelli, T., (2002), ’Monetary policy and exchange rate
volatility in a small open economy’, NBER WP 8905.

26



[26] IMF (2002), ”Statistical Appendix”, Czech Republic Country Report
No. 02/168.

[27] Kenen, P. and Meade, E., (2003), ’EU accession and the euro: close
together or far apart?’, IIE PB 03-9.

[28] Kollman, R., (2001), ’The exchange rate in a dynamic-optimizing busi-
ness cycle model with nominal rigidities: a quantitative investigation’,
Journal of International Economics 55: 243-262.

[29] Laxton, D. and Pesenti, P., (2002), ’Monetary Rules for Small, Open,
Emerging Economies’, mimeo, IMF.

[30] Mahadeva, L. and Smidkova, K., (2000), ’Modeling the transmission
mechanism of monetary policy in the Czech Republic’, in Mahadeva, L.
and Stern, G., eds., Monetary Policy Frameworks in a Global Context,
London: Routledge.

[31] Mendoza, E. and Uribe, M., (1999), ’Devaluation risk and the syndrome
of exchange-rate based stabilizations’, NBER WP 7014.

[32] Merlevede, B., Plasmans, J. and Van Aarle, B., (2003), ’A small macro-
economic model of the EU-accession countries’, Open Economies Re-
view: 221-250.

[33] Mihaljek, D., (2002), ’The Balassa-Samuelson Effect in central Europe:
a disaggregated analysis’, Bank for International Settlements, mimeo.

[34] Nenovsky, N. and Dimitrova, K., (2002), ’Dual inflation under the cur-
rency board: the challenges of Bulgarian accession’, The William David-
son Institute, Working Paper 487.

[35] Obstfeld, M. and Rogoff, K., (1999), ’New directions for stochastic open
economy models’, NBER Working Paper No. 7313,

[36] Pelkmans, J., Gros, D. and Ferrer, J., (2000), ’Long run economic as-
pects of the European Union Eastern enlargement’, Netherlands Scien-
tific Council for Government Policy, Working Document W109.

[37] Ravenna, F., forthcoming, ’Inflation Targeting in Canada: a Structural
Analysis’, Santa Cruz Center for International Economics Working Pa-
per.

27



[38] Rogers, J., (2001), ’Price level convergence, relative prices, and inflation
in Europe’, Board of Governors of the Federal Reserve System, IFDP
No. 699.

[39] Rogers, J., (2002), ’Monetary Union, price level convergence, and infla-
tion: how close is Europe to the United States?’, Board of Governors
of the Federal Reserve System, IFDP No. 740.

[40] Schmitt-Grohe, S. and Uribe, M., (2001), ’Stabilization policy and the
costs of dollarization’, Journal of Money, Credit, and Banking 33: 482-
509.

[41] Stockman, A. and Tesar, L., (1995), ”Tastes and technology in a two
country model of the business cycle’, American Economic Review 85:
168-185.

[42] Uribe, M., (1996), ’Exchange-rate based inflation stabilization: the ini-
tial real effects of credible plans’, Journal of Monetary Economics 39:
197-221.

7.1 Statistical Appendix

In what follows, ’IFS’ refers to the IMF publication International Financial Statis-
tics (2003), ’SC’ refers to the OECD publication Statistical Compendium (2003),
’CRNA’ refers to Czech Republic National Accounts (July 2003).

Exogenous variables follow first-order autoregressive processes. Except when
otherwise indicated, autocorrelation coefficients ρi and innovation standard devi-
ations σεi are estimated parameters, as reported in Table 1. Innovations εi are
white noise random processes assumed to be mutually independent except in the
case of the tradable and non-tradable sector productivities. Units are expressed in
percent. Data are sampled at quarterly intervals.

The stochastic process for the government’s demand of non-tradable good is
estimated from:

Gt = ρGGt−1 + εG,t

whereGt is detrended (HP-filtered) seasonally-adjusted per capita government final
consumption expenditure at 1995 constant prices (SC).

The behaviour of P ∗F , P
∗
M , import prices of foreign consumption and interme-

diate goods, is described by:

P ∗j,t = ρP∗j P
∗
j,t−1 + εP∗j j = F,M
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where P ∗j is detrended foreign price of good j. P
∗
j is obtained from import com-

modity price indices (CRNA) converted in units of foreign currency (euro) using
the Nominal Effective Exchange Rate (IFS). To aggregate the price indices by com-
modity, we classify Crude Materials excluding Fuels, Mineral Fuels and Related
Products, Chemicals and Related Products, Manufactured Good, 50% of Miscel-
laneous Manufactured Articles as intermediate goods; Machinery and Transport
Equipment as capital goods; Food and Live Animals, Beverages and Tobacco, An-
imal and Vegetable Oils, and 50% of Miscellaneous manufactured articles as con-
sumption goods. Since in the model the share of foreign good F is much larger in
investment than in consumption, we assume that P ∗F is an aggregate of capital and
consumption good price indices. The weights for good M and F price indices are
the 1997-2001 average Commodity Composition of Imports as reported in [26].

The behaviour of foreign tradable good inflation is described by:

ln

Ã
P ∗H,t

P ∗H,t−1

!
= (1− ρP∗H )π

∗
H + ρP∗H ln

Ã
P ∗H,t−1
P ∗H,t−2

!
+ εP∗H

where π∗H is steady state foreign price inflation of the tradable good H, and P ∗H
is the detrended foreign price. P ∗H is obtained from the aggregate export price
index (CRNA) converted in units of foreign currency using the Nominal Effective
Exchange Rate (IFS).

The stochastic process for the foreign interest rate is estimated from:

ı̃∗t = (1− ρi∗ )̃ı
∗ + ρ∗i∗ ı̃t−1 + εi∗

where ı̃∗ is the steady state foreign nominal interest rate, and ı̃∗t is the quarterly
3-months Euribor index (Reuter).

The model’s moments in Table 2 are computed averaging six hundred 10-year
long simulations. Data used in Table 2 are per capita and seasonally adjusted,
where appropriate. Details are as follows: Output: GDP at 1995 constant prices
(SC). Tradable good output is an aggregate of sectoral GDP for: Agriculture,
Hunting, Forestry; Fishing; Mining and Quarrying; Manufacturing; Electricity,
Gas, Water. Non-tradable good output is an aggregate of sectoral GDP for: Con-
struction; Wholesale and Retail trade; Hotels and Restaurant; Transport; Ser-
vices. Consumption: Household total consumption expenditure at 1995 constant
prices (CRNA). Investment: Total gross capital formation at 1995 constant prices
(CRNA). Net Exports: External balance of goods and services at 1995 constant
prices (CRNA).Nominal Interest Rate: Three-months T-bill interest rate (IFS).
Nominal Exchange Rate: Bilateral Koruny/Euro exchange rate, quarter average
(IFS). CPI Inflation Rate: HICP-Harmonized Index of Consumer Prices (Eu-
rostat). The tradable and non-tradable price index sectoral weights are computed
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by the Czech National Bank on Czech Statistical Office data. Real Exchange
Rate: Ratio of tradable to non-tradable good price index built from sectoral HICP
data (Eurostat). For comparison purposes Table 2 also reports the Real Effective
Exchange Rate (IFS).

Czech Republic GDP composition: Data for 1997-2001, GDP by origin (IMF
[26]). In the non-tradable sector we include the following categories: construction,
wholesale and retail trade, restaurants and hotels, and services.

Czech Republic Import composition: Data for 1997-2001, Commodity Compo-
sition of Imports (IMF [26]). We classify ”Machinery and transport equipment”
as capital goods, corresponding to the share (1− γih). We classify ”Crude mate-
rials inedible, except fuels”, ”Minerals, fuels, lubrificants, and related materials”,
”Chemicals”, ”Manufactured goods”, and 50 percent of ”Miscellaneous manufac-
tured articles” as intermediate goods, corresponding to the share (1−γv). Finally,
we classify the remaining categories as consumption, corresponding to (1 − γch).
This implies that capital goods are less than 40 percent, intermediate inputs more
than 50 percent, and consumption about 10 percent of imports.
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Table 1: Exogenous Shocks Parameters 

VARIABLE STD DEV % AUTOCORR
Tradable Good Productivity* 2 0.85
Non-tradable Good Productivity* 1.8 0.85
Government Non-tradable Good Demand 2.42 0.7
Foreign Tradable Good Inflation 1.49 0.25
Foreign Import Price (consumption good) 1.78 0.71
Foreign Import Price (intermediate good) 3.57 0.85
Foreign Interest Rate 0.25 0.9
Domestic Interest Rate Innovations* 0.6 na

Note: * indicates parameters which could not be estimated from the data. For details on 
estimation of all other parameters see the Statistical Appendix. The Tradable and Non-tradable 
sector productivity shocks are assumed to have correlation equal to one. The policy rule is 
calibrated to i(t)=0.9*[i(t-1)] + 0.1*[pai(t)+0.2*y(t)+0.3e(t)]
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Table 2: Model Simulation Moments

Statistics Simulation Czech Republic G-3 (1973-1994)

Standard Deviation %
Output 1.53 (0.30) 1.74 1.52
             Non-Tradable Sector 2.72 (0.44) 1.55
             Tradable Sector 2.87 (0.51) 2.25
Consumption 2.28 (0.37) 2.29 1.45
Investment 6.86 5.55
            Non-Tradable Sector 5.99 (0.98)
            Tradable Sector 3.36 (0.55)
Net Exports 2.5 (0.39) 1.74
Nominal Interest Rate 0.48 (0.08) 0.47 0.46
Nominal Exchange Rate 2.79 (0.49) 3.04 9.13
Real Exchange Rate 2.48 (0.46) 2.75
        CPI-based Real Exchange Rate 3.19 8.89
CPI Inflation Rate 1.1 (0.12) 1.08
             Non-Tradable Sector 0.79 (0.13) 2.61
             Tradable Sector 2.4 (0.28) 0.99

Contemporaneous correlation
with domestic output
Consumption 0.69 (0.13) 0.7 0.69
Investment 0.81 0.8
              Non-Tradable Sector 0.61 (0.16)
              Tradable Sector 0.7 (0.12)
Net Exports -0.05 (0.23) -0.56
Nominal Interest Rate -0.33 (0.23) 0.06 0.14
Nominal Exchange Rate 0.09 (0.26) -0.52 -0.07
Real Exchange Rate 0.16 (0.24) 0.66
        CPI-based Real Exchange Rate 0.07 -0.01
CPI Inflation Rate 0.34 (0.16) 0.12

Note: Standard deviation of simulation estimates is in brackets. All series are logged (with the 
exception of interest and inflation rates) and Hodrick-Prescott filtered. The net export variable is 
the Hodick-Prescott filtered ratio to real output. Rates of change are quarterly. Data sample for 
Czech Republic is 1994:1 - 2003:1. Tradable and non-tradable output data sample is 1998:1 - 
2003:1. G-3 columns shows arithmetic averages of statistics across Japan, Germany, UK as 
reported in Kollmann (2001). See appendix for full details on data.
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Figure 1: Solid: ratio of GDP per worker in the accession country to GDP
per worker in the Euro area. Dashed: real exchange rate against the Euro
(ratio of the domestic Harmonized CPI to the EU Monetary Union CPI
evaluated in domestic currency). Source: IMF-IFS, Eurostat, Haver.
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Figure 2: Impulse Response Function to a persistent tradable-sector pro-
ductivity growth shock. Productivity grows by 30% over a 10-year period.
Taylor rule coefficient: ωπ = 2. Time measured in years.
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Figure 3: Impulse Response Function to 1% drop in the annualized foreign
risk premium. The shock follows and AR(1) process with AR coefficients of
0.95. Time measured in years.
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Figure 4: Czech Republic, Composition of Capital Flows. Source: IMF,
Balance of Payments Statistics Yearbook 2002, 1994-2001.
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Figure 5: Inflation/exchange rate Volatility Trade-off for policy rule it =
χit−1 + (1− χ)[ωππt + ωeet] for ωe ∈ [700, 0.01]. Solid: tradable-sector pro-
ductivity grows on average by 2.65% per year (30% over a 10-year period).
Dashed: tradable-sector productivity follows AR(1) process. All exogenous
shocks parameters are in Table 1. Probability boundaries (solid vertical and
horizontal lines) are computed for the Standard case. Points to the left or
below the α−probability boundary are combinations (σπ, σe) such that the
probability of the realization ξ in any quarter, Pr(ξ), is larger than α.
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Figure 6: Inflation/output gap Volatility Trade-off for policy rule it =
χit−1 + (1− χ)[ωππt + ωeet] for ωe ∈ [700, 0.01]. Solid: tradable-sector pro-
ductivity grows on average by 2.65% per year (30% over a 10-year period).
Dashed: tradable-sector productivity follows AR(1) process. All exogenous
shocks parameters are in Table 1. Points (σy−gap, σπ) to the right of the solid
vertical lines occur for policy rules such that the nominal exchange rate fluc-
tuation in every quarter is within a 30% (5%) band with 95% probability.
These rules correspond to points to the left of the probability boundaries in
Fig. 6. Point A,A0; B,B0;C,C 0 are plot for values of ωe = [0.1, 0.4, 1].
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Figure 7: Inflation/output gap Volatility Trade-off. Solid line: policy rule
it = χit−1 + (1− χ)[ωππt + ωeet], ωe ∈ [700, 0.01]. Dashed line: policy rule
it = χit−1 + (1− χ)[ωππt + ωe∆et] for ωe ∈ [1, 0.01]. Both lines are drawn
for the case of tradable-sector productivity growing on average by 2.65%
per year (30% over a 10-year period).Other exogenous shock parameters are
as in Table 1. Points (σy−gap, σπ) to the right of the vertical line occur for
policy rules such that the nominal exchange rate fluctuation in every quarter
is within a 30% band with 95% probability. These rules correspond to points
to the left of the probability boundaries in Fig. 6.
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